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Abstract

Autonomous Underwater Vehicles (AUVs) are a com-

mon tool used by oceanographers to study oceans. Most

AUVs are operated by pilots who are able to interpret en-

vironmental information to make effective mission deci-

sions; this function requires an understanding of the hard-

ware and software of these complex systems. To enable

oceanographers and pilots to more easily manage a fleet

of gliders, new mechanisms are needed to ease the burden

of AUV operation. An automated path planning system

is one such tool that could free operators from the tedious

task of waypoint selection, and would allow them to fo-

cus on scientific and mission critical aspects of managing

groups of AUVs.

AUV path planning involves selecting a set of way-

points to guide an AUV from a starting location to a desti-

nation location while considering obstacles such as ship-

ping lanes, ocean currents, or limited battery resources.

Offloading operational tasks to an automatic tool is only

feasible if the decisions made by the tool are consid-

ered reasonable and can be trusted. We have developed a

testbed environment to assess the flight paths and energy

consumptions of both an AUV guided by an automated

path planning system and human pilots. The testbed en-

vironment is based on a new, faster-than-real-time, soft-

ware only, simulator for the Slocum Glider. In an effort

to evaluate this simulator, four pilots with varying back-

grounds and glider flight experiences were asked to fly a

Slocum glider through a simulated Gulf Stream modeled

current field. The same challenge was posted to an au-

tomatic path planning system currently in development.

The results of our study demonstrate that the automatic

path planning system performed on par with experienced

pilots. Furthermore, the testbed environment revealed a

problem with the existing ocean current correction sys-

tem used by the commercially available glider. Using our

simulation testbed, we were able to develop and test an

alternative heading algorithm.

1 Introduction

Autonomous underwater vehicles (AUVs) have evolved

from mainly experimental platforms to increasingly re-

liable systems that allow a continuous sensing presence

in the world’s oceans. Individual AUV deployments can

typically last weeks and even several months. As AUV

technology matures, we expect a shift from mainly hard-

ware and basic system challenges to the challenge of ef-

fectively operating individual or groups of vehicles. The

lifetime costs of current and future AUVs will be domi-



nated by the cost of operating them, rather than the cost

of purchasing and maintaining the vehicles.

Operating costs of an AUV include expenses for de-

ployment, recovery, batteries, satellite communication,

and insurance, but the largest cost can be attributed to

the pilots who remotely monitor and control the vehicle.

Based on our survey among Teledyne Webb Research’s

Slocum glider pilots, a well-trained pilot can operate be-

tween one and eight gliders, depending on the particular

glider missions and environmental challenges (e.g., navi-

gating through an eddy field, shipping lanes, or through a

severe weather front). Pilot fatigue, dealing with vehicular

emergency conditions, or distractions by other tasks can

interfere with the safe operation of even a single glider.

Therefore, there is a strong need for tools that can help

pilots control large fleets of AUVs more efficiently. These

tools may range from fully automatic flight path and re-

source planning, to tools that only suggest action plans to

the pilot who is tasked with making the final decision.

Determining the best flight path to fly from point A

to point B is a difficult challenge. Vehicular, environ-

mental, and mission-specific models and parameters need

to be considered. Pilots typically do not have perfect

knowledge about the physical environment or the partic-

ular flight characteristics of a glider. For instance, there

may be some information available about the current and

predicted surface currents (CODAR [1]), but the underwa-

ter currents are unknown or only approximated (HYCOM

[2]). No two gliders fly the same way due to differences

in ballasting, buoyancy, and payload characteristics. Such

unknowns can lead to errors in flight predictions that can

add up quickly. Having the glider resurface in short inter-

vals can limit the propagation of these errors, but can also

significantly reduce the effectiveness of missions. Finally,

gliders are battery operated, so effective energy manage-

ment is a crucial concern. The energy consumption of

a glider greatly depends on the activities and mutual in-

teractions of motors, sensors, and the low-level software

components (drivers) that control them. Thus, an ideal au-

tomatic path planner should be able to guide the AUV in

non-critical situations, while only assisting pilots in criti-

cal situations. This will enable pilots to be more efficient

by allowing them (1) to focus their attention on situations

where their expertise is really needed, and (2) to make

better informed and faster decisions.

In this paper, we investigate how a faster-than-real-

time, full software stack simulator and an advanced path

planning algorithm can be used to guide a glider through

a meander that is represented by a three-dimensional (3D)

Gulf Stream model [3]. To the best of our knowledge,

this is the first attempt to compare the quality of an auto-

matic strategy versus human pilots for the Slocum glider.

The faster-than-real-time, full software stack simulator for

the Slocum glider is currently under development by our

group. The simulator includes vehicular, environmental,

and energy models to determine the behavior of a glider

while flying from one waypoint to another.

During the course of this study, we recognized that

there were mismatching assumptions made by the pilot

and the automatic path planning tool. This illustrates a

crucial benefit of our new environment, namely its capa-

bility to identify strengths, weaknesses, and other “perfor-

mance” characteristics (e.g., precision, speed, safety) of a

pilot’s decision process or of an automatic path planning

algorithm. Specifically, we identified a problem with the

heading correction algorithm used by the glider as part of

its ocean current correction strategy. Current correction

is a standard software module used by the gliders. The

heading correction algorithm was fixed, and installed in

the glider’s system software stack that runs on our simu-

lator. Using the new heading correction module, the fully

automatic path planner was able to produce high quality

flight paths comparable to or even better than those gener-

ated by experienced pilots. The main contributions of this

paper include:

• A new heading correction algorithm that has been in-
tegrated in the Slocum glider system. The simulation

infrastructure is used to showcase an issue with the

existing heading algorithm and to evaluate our solu-

tion.

• A study of glider pilot performance and decision
making based on a realistic flight path problem.

• An analysis of glider pilot performance relative to an
automatic path planning system that makes use of the

heading correction algorithm.

The presented study is preliminary since it only in-

volved an evaluation of four glider pilots. However, we

believe that simulation testbeds such as the one discussed

in this paper are crucial to facilitating pilots with different

backgrounds and experiences to do their job more effec-

tively, and glider software developers to debug and test

new software modules. Since our simulator is software-

based, hundreds of test flights may be performed at the

same time using modern multi-core processors, thereby

significantly reducing testing and verification times.

2 Background

2.1 The Slocum Glider

The Slocum Electric Glider is an AUV developed and pro-

duced by Teledyne Webb Research[4] that belongs to a

class of buoyancy driven AUVs which includes vehicles

such as Bluefin Robotics’ Spray Glider [5] and iRobot’s

Seaglider [6]. A Slocum glider with a double payload bay

is shown in Figure 1. A buoyancy engine at the front of



Figure 1: A Slocum Glider equipped with a double pay-

load bay and an acoustic modem.

the vehicle moves a piston to change the vehicle’s dis-

placement of water, allowing for vertical motion in the

water column. The pitch of the AUV may be fine-tuned

by moving an internal battery pack, thereby changing its

center of gravity. The vehicle’s wings allow it to glide

forward through water to produce a saw-toothed flight

profile inflecting near the surface and at deeper depths.

Using a rudder and the global positioning system (GPS),

the glider is able to navigate and collect data samples us-

ing onboard sensors. Satellite and radio communications

are used at the surface to transfer scientific and vehicle

data, and if necessary, to alter the AUV’s mission [7].

The Slocum glider, despite being generally slower than

propeller driven vehicles, with an approximate speed of

35 cm/s, has the advantage of requiring much less power.

The buoyancy engine is required only during inflection

points, which may be as shallow as a few meters below

the surface or as deep as 200 meters for a coastal glider.

This produces prolonged flights typically lasting weeks or

even months [7] depending on sensor payload and sensor

usage.

2.2 Path Planning

Path planning is an important requirement for an au-

tonomous mobile system, and is necessary to effectively

navigate a vehicle during a mission.All current and future

information about the area of operation and the vehicle’s

status are used to formulate a path. In the case of AUVs,

information about the area of operation can be gathered

from ocean models and from measurements derived by

the AUV itself. Other important vehicle properties, such

as its speed and energy consumption, are also important

components to consider to effectively plan a course [8].

The goal of the path planning algorithm used in this

paper is to find a time-optimal path from a start position

to a goal position by evading all static and dynamic ob-

stacles in the area of operation, while considering the dy-

namic behavior of the vehicle and the time-varying ocean

current. This path planning algorithm, named the Time

Variant Environment (TVE) algorithm [3, 9], is based on

a modified Dijkstra algorithm [10]. A time-variant cost

function is included in this algorithm, which will be calcu-

lated during the search to determine the travel times (cost

values) for the examined edges. This modification allows

a time-optimal path to be determined in a time-varying

environment. In [11], this principle was used to find the

optimal link combination to send a message via a com-

puter communication network with the shortest transport

delay.

The path algorithm uses a geometric graph for the de-

scription of the area of operation with all its characteris-

tics. The defined points (vertices) within the operational

area are those passable by the vehicle. The passable con-

nections between these points are recorded as edges in the

graph. Every edge has a rating (cost, weight) which is the

time required for traversing the connection. In the case

of an ocean current, the mesh structure of the geometric

graph will be a determining factor associated with its spe-

cial change in gradient. In other words, the defined mesh

structure should describe the trend of the ocean current

flow in the operation area as specifically as possible. A

uniform rectangular grid structure is the easiest way to

define such a mesh.

3 Glider Simulator

The Slocum glider uses a layered-control programming

architecture that determines mission sensing and control

actions in cycles. Typically, the duration of a cycle is four

seconds. During these four seconds, a rather complex in-

teraction among different drivers for sensors, motors and

software components is performed. These complex soft-

ware and hardware interactions make it difficult to design

a high-level behavior model of all activities. Instead of

modeling the software and its behavior on the vehicle, we

run and monitor a portion of the glider’s software system.

The presented study is based on a faster-than-real-time,

full software stack simulator for the Slocum glider cur-

rently under development by our group. The simulator

includes vehicular, environmental, and energy models to

determine the glider’s behavior during mission execution

and is capable of running on commodity hardware.

A typical Slocum simulator is either a physical glider

on a bench top running in simulation mode, a “Shoebox”

simulator, or a “Pocket” simulator. A “Shoebox” simula-

tor contains much of the electronics of a glider contained

in shoebox sized container, while the “Pocket” simulator

contains the bare minimum amount of electronics to run

the glider’s software. These simulators run in real-time,

so testing long term missions can be cumbersome, if not

infeasible.



We were motivated to port the Slocum glider software

because much of our previous work involved developing

and integrating new functionalities into the vanilla soft-

ware system. Having modern tools available eases devel-

opment and testing. For example, we are capable of using

modern debuggers and can inject data to test the vehicle’s

software using synthetic data and data from previous de-

ployments. Thus, much of the interoperability can be ac-

complished on a modern desktop before ever testing it on

an actual vehicle.

Because the glider software is no longer tied to the

glider’s hardware and development stack, it can be easily

extended to include additional features. In particular, one

useful extension that we have added is the ability to run

the simulator in a faster-than-real-time mode. Depend-

ing on the specifications of the host computer running the

simulator, we have simulated up to 30 mission hours in

one minute, a three order of magnitude (1800x) speed-

up over a “Pocket” or “Shoebox” simulator. This enables

long-term missions to be easily and quickly tested.

Furthermore, we have implemented a hybrid mode that

simulates faster-than- real-time while underwater, and

real-time while at the surface. In this mode of operation,

a glider pilot can conveniently interact with the simulated

glider while at the surface, for example to change mis-

sion parameters, while quickly simulating the underwater

flight segment where no satellite communication is possi-

ble. For the experiments presented in this paper, this is the

default mode of operation.

An important aspect to any deployment is to monitor

and estimate a vehicle’s energy consumption. In previ-

ous work, [8], we deployed a glider off the coast of New

Jersey to measure the power dissipation of the individual

components of the AUV during its mission. These mea-

surements were used to build energy models that can be

used to estimate the energy expended by analyzing the

glider’s log files. Like the glider, our simulator generates

these log files which can be used by the energy model. We

have integrated a service into the simulator code that will

execute the energy model during flight and present it as a

glider sensor to facilitate evaluation. These mechanisms

are used in our evaluation to provide a sense of the energy

dissipation during each stage of a mission.

4 Current Correction System

During typical glider operations, the AUV is tasked to fly

to a list of waypoints. Pilots may choose to navigate with

the feature of current correction (CC) enabled or disabled.

When enabled, the vehicle’s software will use its esti-

mates of the water current components in its dead reck-

oning (DR) and heading calculations. When disabled, the

water current is not considered in either the DR or heading

calculation.

Based on the feedback from several experienced glider

pilots, we learned that some missions are flown, in part,

without the use of CC. These pilots expressed that, at

times, they had difficulty navigating the vehicle while the

CC feature was enabled and therefore fly without it in

some situations. We would, however, like to navigate with

CC to ensure that the vehicle follows the track as specified

by a path planning system.

We investigated the CC algorithm implemented in the

Slocum using our simulator flying in the faster-than-real-

time mode. Two nearly identical mission files were cre-

ated to fly the vehicle from a starting location to a north-

east target waypoint approximately 35 km away. The mis-

sion files only differ in that one has CC enabled while the

other does not. A favorable current in the direction to-

wards the target waypoint was set in the simulator with a

speed of 50 cm/s, which is larger than the average speed

of the glider. We flew three missions: with CC disabled;

with CC enabled; and with CC enabled but with the alter-

native heading algorithm (described in Section 4.1). This

algorithm is also used in the evaluation of the automated

path planning system.

The flight tracks of the simulated Slocum glider’s mis-

sions are shown in Figure 2. These tracks are of the ac-

tual paths of the vehicles and not their DR paths. In Fig-

ure 2(a), with current correction disabled, the glider vastly

overshoots the target waypoint. When disabling CC, the

glider assumes in its DR calculations that the water cur-

rent components are both zero. Therefore, in strong cur-

rents, the DR position of the glider can grow to be signifi-

cantly different than that of the AUV’s actual position. In

the sample mission, the vehicle will continue to fly and

only surface to complete the mission when it believes it

has arrived at the waypoint. Thus, if the AUV’s DR posi-

tioning is highly inaccurate it cannot effectively navigate

itself to the target.

Figure 2(b) shows the flight path with the standard CC

system enabled. The heading algorithm is executed peri-

odically to adjust the glider’s flight path towards the tar-

get waypoint. The algorithm first calculates the expected

flight time to reach the waypoint using the AUV’s aver-

age speed with no consideration of the sea current. Then,

using this flight time, the algorithm offsets the target way-

point by the displacement caused by the current during

that time. The heading to the new offset waypoint is cal-

culated and used to fly the glider. As seen in Figure 2(b),

the glider falls short of reaching its intended target. Be-

cause the current speed is greater than the vehicle’s aver-

age speed, the heading algorithm actually caused the AUV

to fly directly straight into the current, i.e., in the opposite

direction away from the target. This simple scenario high-

lights the problem with standard CC system.

We implement an alternative heading algorithm, de-

scribed in Section 4.1, to adjust the glider’s course in the
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(b) Default current correction algorithm.
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(c) Current correction enabled with the new

heading correction algorithm.

Figure 2: The path taken by three flights flying a sample mission tasked to fly to a waypoint 35 km north-west with a

current of 50 cm/s.

simulator. The path taken by the vehicle with the modified

CC system is shown in Figure 2(c). The vehicle main-

tained a direct heading towards the target and arrived at

the waypoint in the shortest time of the three flight sce-

narios.

4.1 Heading Algorithm Description

In the previous section, we demonstrated how the exist-

ing heading algorithm incorrectly guides the vehicle to fly

directly against a favorable current. Here, we describe

the algorithm implemented in the simulator that was used

for the automated path planning flights. Though the path

planning system described in Section 2.2 offers the ability

to generate waypoints offset by the water current condi-

tions, we wanted to explore a more general solution for

the AUV for future inclusion into the glider’s software.

The glider heading ϕ to follow a defined path can be
calculated to include the ocean current vector vcurrent

and the path/course vector vpath. This path vector can be

described by a magnitude and a direction. The direction

is defined by a unit vector v0

path of a point subtraction of

the target waypoint and the current vehicle position. The

magnitude of the path vector is the speed which the glider

travels on the path in relation to a fixed world coordinate

system. This speed vpath ef depends on the vehicle speed

through the water vveh bf (cruising speed), the magnitude,

and the direction of the ocean current vector, as well as the

direction of the path v
0

path. This speed can be determined

by the intersection point between a line and a circle (2D)

and/or sphere (3D) [12], based on Figure 3(a), according

to the following relation (1):

line: x (vpath ef ) = vpath efv
0

path

circle/spheres: v2

veh bf = ‖x − vcurrent‖2
(1)

disc = (v0

path

T · vcurrent)
2

+ v2

veh bf − vcurrent
T · vcurrent

(2)

If the discriminant disc in Equation (2) is positive, the
glider heading ϕ can be calculated using the following
equations (3):

if disc > 0

vpath ef = v
0

path

T · vcurrent +
√

disc

vveh bf = vpath efv
0

path − vcurrent

vveh bf =

[

xv veh bf

yv veh bf

]

ϕ = atan2(yv veh bf , xv veh bf )

(3)

If the speed vpath ef is negative, the vehicle is still on

the path, however, it is moving backwards. This scenario

is shown in Figure 3(b).

If the discriminant disc in Equation (2) becomes neg-
ative, vpath ef does not have a real solution. This means

that the vehicle cannot be held in that path and so the path

is not feasible. This scenario is depicted in Figure 3(c). In

this case, the calculated heading results in a “closest point

on the line” calculation. The resulting glider heading is

perpendicular to the path so that the drift to the desired

path is minimal. This can be calculated using the follow-

ing equations (4):

if disc ≤ 0

vplumb =
(

v
0

path

T · vcurrent

)

· v0

path − vcurrent

vplumb =

[

xv plumb

yv plumb

]

ϕ = atan2(yv plumb, xv plumb)

(4)
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Figure 3: Velocity relationships.

5 Evaluation

The aim of the presented evaluation results are not to

criticize a particular path planning strategy, whether it is

human piloted or piloted by a path planning algorithm.

Rather, we aim to provide the capability and technology

to evaluate these strategies. In the case of human piloted

flights, we provide a graphical interface that interacts with

the simulator discussed in Section 3. For the automated

flight, a tool interacts with both the simulator and the

path planning program described in Section 2.2. In both

cases, the simulator was modified for the evaluations as

described in the following sections.

5.1 Simulator Modifications

For the evaluation, we have integrated the new heading al-

gorithm discussed in Section 4.1. Current correction was

not used for the human piloted missions as some of the

more experienced pilots preferred to fly without it for the

current model used in the evaluation. The algorithm was,

however, enabled for the automated flight. Although the

path planning tool has been augmented to provided way-

points with the correct current offsets, we wanted to eval-

uate a more generalized solution for the vehicle.

One advantage of running a full software-stack simula-

tor is that specific hardware and software parameters can

be easily adjusted to better reflect the flight characteristics

of a particular glider. For example, the vehicle’s simu-

lation driver determines the speed of the glider through

the water using the AUV’s pitch and change in depth.

The pitch and depth rate are in turn functions of the ve-

hicle’s pitch battery and buoyancy pump positions. In a

stock simulator, the models that map motor positions to

the pitch and depth rate are based on a flight from Buz-

zards Bay in 2002. Because we also use the simulator

to study past and live deployments, we have retrofitted the

pitch and depth rate models after a two week flight of Rut-

ger’s RU06 glider off the coast of New Jersey.

The Slocum glider model from Buzzards Bay (BB),

while valid, is not a generalized model. Each particular

glider can fly very differently depending on, for exam-

ple, how it was ballasted. According to the log files, the

RU06 appears to be too positively buoyant; the vehicle

spent over 70% of its time in the diving state rather than

an even time in the diving and the climbing states.

Using linear regression in the Weka data mining soft-

ware, [13], we created two models for the vehicle. First,

a battery and buoyancy pump position to pitch model,

and second, a pitch and buoyancy pump position to depth

rate model. We compare the predicted pitch and depth

rate of the models to the vehicle’s log files. The average

predicted error for the new pitch model when compared

against the vehicle’s log files is 3.5◦ compared to 10.2◦ of

the BB model. Most of the errors in the new model occur

during inflections, while in the BB model, the errors lie

in the misprediction of the climb angle. The error of the

depth rate models is 6 cm/s for the new model compared

to 18 cm/s for the BB model. The high error in the BB

model is likely due to RU06 being too positively buoyant,

and the diving depth rate being much lower than that of

the glider in Buzzards Bay. Nonetheless, this does not in-

validate the BB flight model as a model to be used for the

simulator, but it does showcase the importance of tuning

such models to more closely reflect the nuances between

particular gliders. We use these RU06 models throughout

our evaluation although the BB model could have been

used instead.

The stock software allows a fictitious sea current to be

specified. However, this current is static until it is explic-

itly updated by the user. In Section 4, this static current

specification was used to study the stock glider’s head-

ing algorithm. To increase the realism of the experiments,

we have modified the simulator to dynamically change the



currents in an effort to reflect a 3D Gulf Stream current

model [3]. Other model data could have been injected, but

we chose to use this model as it was already integrated as

one of the testing environments in the path planning tool.

5.2 Piloting Tools

To ease the evaluation on the human test subjects, we

chose to use the simulator in the hybrid mode that sim-

ulates glider flight faster-than-real-time while underwater

and in real-time at the surface. Typically, pilots interact

with the glider using the manufacturer provided Dock-

server mission control system. However, we have not

be able to create a good user experience with the Dock-

server if the simulator is running in any faster-than-real-

time mode. Alternatively, we interact with a simulated

glider’s terminal with the Pexpect Python module, com-

monly used to control and automate programs. Because

Pexpect launches the simulator as a subprocess, it is still

necessary to slow the simulator down while at the surface.

If it is not slowed, the monitoring program will not be able

to communicate with the AUV in time before the vehicle

continues onto the next mission segment.

In lieu of the pilots taking over control of the glider at

the surface, we also created a graphical user interface to

send and receive vehicle events and messages to and from

the terminal monitoring program. This GUI tool is shown

in Figure 4(a). As described, the automated path planning

tool also uses the Gulf Stream model in its calculations.

Thus, we provide the human pilot with a graphical depic-

tion of the surface currents that will occur within the next

20 days. It is common for pilots to overlay ocean current

model data in applications such as Google Earth to assist

them in their waypoint generation. Although we extend

the presented model prediction to 20 days, thereby creat-

ing an atypical advantage compared to a real deployment,

we feel it is justified considering that the path planning

tool knows about the model and the pilots were unfamil-

iar with the area of operation.

In the interface, pilots can use the slider beneath the

current plot to see the surface currents at any particular

time. Note that the Gulf Stream model is a 3D model and

it applies currents to the simulated glider at all depths.

Hovering the mouse over the plot updates the GUI with

the water current information at that location and at the

time specified by the slider. The vehicle’s mission time

and distance to the next waypoint is also shown which

provides additional feedback to the user about the deploy-

ment. If the pilot wishes to plot the surface currents that

are being applied to the glider, the reset button can re-

adjust the current field slider to the glider’s current mis-

sion time.

New waypoints can be added and deleted using the

tools on the right-hand side of the interface and by se-

lecting current field plot. In Figure 4(a), the start loca-

tion is indicated by the green indicator, the destination by

a red indicator, and intermediate waypoints, specified by

the user, as cyan indicators and lines. Any modifications

to the waypoints list requires the user to explicitly click

the “Re-read MA” button to have the program generate a

new mission argument list, send it to the AUV, and have it

re-read and update the mission’s behaviors.

The mission arguments for the waypoint list sent to the

glider are in the glider’s local mission coordinates (LMC)

system. This is unconventional, and the simulator was ex-

tended to support this feature. Typically, only waypoints

specified via latitude and longitude are supported in the

goto list behavior’s mission argument file. This was done

purely for convenience so that the Gulf Stream model and

the path planning system can both use the same coordinate

system.

Users of the tool can only send new waypoint lists when

the simulated glider is at the surface. To instruct the glider

to continue onto the next dive segment, each lasting four

hours, the pilot can click the “Dive” button. If no changes

are expected for several dive segments, the “Auto Dive”

checkbox will have the GUI tool instruct the glider to con-

tinue its mission on behalf of the pilot. If a modification to

the mission is required, unchecking this box will allow the

pilot to manually re-task the AUV at the next surfacing.

The interface of the automated path planning tool is

shown in Figure 4(b). The interface presented is very sim-

ilar to that of the human piloting tool. Although having

a GUI is not required, it aids in debugging and develop-

ment to ensure that the expected waypoints are generated

and flown. There is also a “headless” version of the au-

tomated path planning system that does not use a GUI.

The headless version is helpful in parameter space explo-

ration and has been deployed on a compute cluster where

multiple path planning algorithms can execute at the same

time.

The automated flight program also uses the monitor

program in place of Dockserver to control the glider’s

terminal. During the simulated mission, when the AUV

comes to the surface, the vehicle’s current waypoint and

mission time are used as input when executing the path

planning program. The produced plan is reduced to only a

few waypoints as the glider’s software system is restricted

to only a small list of points. Waypoints that are close

to one another are also reduced. Despite not executing

the exact track generated by the path planning system, we

wanted to work within the constraints of the glider. Most

of the extensions made to the vehicle’s software have so

far been made for the evaluation and so we limit ourselves

here because we aim to use the same path planning in-

frastructure to guide a fleet of gliders. While the path

planning system has the opportunity to re-task the vehi-

cle every time it surfaces, in a real deployment, commu-



(a) (b)

Figure 4: (a) The graphical user interface used by a human pilot to help navigate a simulated glider from the green

starting waypoint to the red destination waypoint. Intermediate waypoints selected by the pilot are drawn using cyan

indicators and lines. The automated tool, (b), uses path planning software to determine intermediate waypoints.

nicating with the AUV may not always be possible and so

our revised plan always ensures that the final destination

waypoint is also always included.

5.3 Results and Discussion

For the human piloted missions, we asked four subjects

to traverse a meander in the Gulf Stream model with the

aid of the graphical tool shown in in Fig. 4(a). The four

pilots had many years of glider flight experience between

them, ranging from over ten years to just a few hours. All

subjects have been working in oceanography for years as

physical or biological oceanographers, or oceanographic

technicians.

Before starting the experiment, each subject was given

a brief tutorial on the usage of the tool and was allowed to

briefly experiment with it. The subjects were encouraged

to use the current field slider to gain some insight of the

currents in the area of operation. The pilots were also in-

structed to fly from the starting location to the end point in

the minimum amount of time, while prioritizing the safety

of the vehicle as if it were a real deployment.

The simulated mission was based off of a previously

deployed flight. The glider was instructed to fly at a diving

and climbing angle of 26◦ between 5–95 m. The water

depth was set to 200 m so that the vehicle would not have

to inflect early to avoid hitting the ocean bottom. Finally,

the simulated glider is equipped with two backscatter and

fluorometer sensors.

Table 1 shows the summary of the evaluation. Several

subjects performed the experiments more than once. In

these cases, we present the deployment that had the short-

Pilot Time (d) Energy (kJ)

A 3.07 595.26

B 3.34 649.17

C 3.27 636.26

D 3.15 612.32

Auto 2.92 571.47

Table 1: Results of human piloted flights and the auto-

matic path planner (Auto).

est flight time. Subject D performed the experiment once,

subjects A and C twice, and subject B three times. Ad-

mittedly some subjects expressed they were slightly more

aggressive, but within reason, on repeat attempts. This is

likely due to their increase in comfort in using the tool and

knowing that the AUV is indeed not real.

The human generated flight paths ranged in duration

from 3.07 days to 3.34 days, with overall energy con-

sumption between 595 kJ and 649 kJ. The selected end

waypoints were chosen specifically with the knowledge

that if no action is taken by the pilot and no intermediate

waypoints are provided, the glider would still make it to

its destination in a sub-optimal amount of time and en-

ergy. The results of this “hands-off” approach was a flight

time of 3.38 days with an energy expenditure of 657 kJ.

Two of the pilots, B and C, discovered this approach on

their first attempts.

For two out of the three subjects who performed mul-

tiple evaluations, the pilots were successful in decreasing

their flight time on each successive attempt and thereby

also reducing the energy dissipated. Subject B, after dis-
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(d) Pilot D

Figure 5: The flight tracks of the simulated flights by human pilots.

covering the “hands-off” approach on their first attempt,

did not improve their mission time on their second try.

However, the subject quickly turned things around on the

third attempt and bested their previous two flights.

The flight tracks of the missions of Table 1 are shown

in Figure 5. As previously mentioned, the green indica-

tor represents the start location of the mission and the red

indicator the destination location. The blue lines show

the path taken by the vehicle. The magenta line segments

represent the assigned waypoints from the current glider

location to the next waypoints. Thus, the start of a line

segments is the current glider location on the track when

the waypoint was assigned, and the end of a line indicates

the first of the assigned waypoints. We only show the first

assigned waypoint at each re-tasking to reduce the number

of lines in the figure.

For the human piloted flights, the current correction al-

gorithm was disabled as suggested by the more experi-

enced pilots. None of the test subjects seemed to have

any qualms regarding this constraint and we observed that

compensating for current seemed natural to pilots. With

repeated experiments, we perceived that the subjects were

quickly refining this skill. In one particular case, a pilot

quickly adapted and seemed to begin to emulate the nav-

igation characteristics of one the more experienced sub-

jects. We found this especially interesting since the eval-

uations took place independently so that no one subject

could learn from another.

In the flight paths show, in Figure 5, three of the four pi-

lots tried to use the meander to their advantage as a more

favorable current towards the target waypoint. Subject C,

who used the “hands-off” approach on their first attempt

(not shown), noticed that the vehicle slightly missed the

target waypoint and had to backtrack. On their second

attempt, Figure 5(c), they piloted mostly “hands-off” for

much of the flight but tried to prevent the back tracking
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Figure 6: The deployment track of an automated path

planning system piloting the simulated mission.

from east to west by changing course and flying south ear-

lier.

Pilots A and D had similar flight paths and the two best

mission times. Both decided to use the meander but were

cautious not to get into currents too strong that would

be difficult to escape from. It appears that Pilot A, Fig-

ure 5(a), was able to hug the meander longer than Pilot B

in the mission of Figure 5(d) and so was able to clench a

better time.

Subject B in the attempt shown in Figure 5(b) improved

on the two previous flights. The subject was initially more

aggressive than the other pilots by flying the deepest into

the meander. However as they approached the destina-

tion it had become clear that if they were not careful they

would be swept up. The pilot cautiously executed an es-

cape maneuver, wanting not to put the mission at risk.

The AUV was safely able to reach its destination in a re-

spectable time.

The result of a completely automated path planning

mission has a flight time of 2.92 days with an energy con-

sumption of 571 kJ as shown in Table 1. The track flown

by the vehicle is show in Figure. 6. Because the path plan-

ning system had an opportunity to refine its path planning

at every surfacing, we observe many waypoint list adjust-

ments. Like the human subjects, the AUV was tasked to

fly slightly into the meander for the additional speed. The

path planning was also successful at navigating the glider

out of the strong currents and to its destination.

Despite accomplishing a respectable flight time, we feel

further revisions on both the glider and the automated

flight system could produce even better times. The re-

sult shown required some exploration of the parameter

space in the path planning tool and the automated test-

ing program. With further adjustments we hope to reduce

or eliminate this exploration. For example, the automated

testing tool could use the glider’s observed average speed

and provide it to the path planning system at each surfac-

ing. The speed model in the path planning system itself

could also be improved, for example, by creating a cus-

tomized speed model as described in Section 5.1. Finally,

the path planning tool could provide the glider with sea

current information that it will experience within the com-

ing flight segment instead of using sea current information

from the prior segment.

6 Conclusions and Future Work

In this paper, we have described our ongoing work in port-

ing the Slocum glider software to create a development,

integration, and testing infrastructure. We extended the

standard glider simulator in several ways for our assess-

ment of human and automated navigation. A customized

flight model, based on logged data from a previous de-

ployment, was used in place of the existing model. The

simulated vehicle also flew in a 3D Gulf Stream current

model with an alternate heading model to assist in steer-

ing.

To assess the flights of both human subjects and the au-

tomatic planning system, we created two GUI programs to

interact with the various software components. Four pilots

took part in the human evaluation. The pilots performed

admirably with the best time of 3.07 days, however, they

were unable to accomplish a shorter flight time than the

automated system’s 2.92 days.

As we have described, experienced glider pilots express

that they would not fly the Gulf Stream model used in

the evaluation with the existing current correction scheme

enabled. We have not yet had the opportunity to repeat the

human piloted experiments using a glider simulator with

the heading algorithm described in Section 4.1. It would

be an interesting exercise to observe whether the pilots

adjust to the alternate heading algorithm or if they feel

more comfortable accounting for the current themselves.

The pilots would likely require some time to adjust to the

new flying behavior before confidently navigating with it

in any real world scenario.

In the evaluation, we alluded that many improvements

could be made to decrease the flight times and increase the

robustness of the automatic planning system. We hope,

for example, if the current model data exists for the area

of operation, the planning system could provide the aver-

age current the AUV would experience in the following

segment to the vehicle. The glider could use this informa-

tion in its current correction system to assist the vehicle

to maintain the flight track laid out by the path planner.

We hope to investigate such open issues as we develop the

technologies and algorithms to integrate the path planning

system for future, real world glider operations.

Finally, the test subjects expressed their belief that the



automatic and human path planning programs would also

be useful as educational tools. Since the water current

or other environmental data can easily be injected into

the simulator, one can imagine creating a set of predeter-

mined testing environments that could be used to assess

the decision-making skills of pilots in a diverse array of

situations.
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