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ABSTRACT
Server load balancers (LBs) are critical components of inter-
active services, routing client requests to servers in a pool.
LBs improve service performance and increase availability
by spreading the request load evenly across servers.

It is time to rethink what LBs can do for applications.
As application compute becomes increasingly granular (e.g.,
microservices), request-processing latencies at servers will
be ever more impacted by software and system variability
at small time scales (e.g., 100𝜇s–1ms). Beyond balancing
load, we argue that LBs must actively optimize application
response time, by adapting request-routing to quickly-varying
server performance.

Specifically, we advocate for in-band feedback control:
LBs should adapt the request-routing policy using purely local
observations of server performance, derived from requests
traversing the LB. A key challenge to designing such feedback
controllers is that high-speed LBs only see the requests, not
the responses. We present the design of an LB that adapts to
a server latency inflation of 1 ms and reduces tail latencies in
milliseconds, while observing only client-to-server traffic.
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1 INTRODUCTION
Server load balancers (LBs) are crucial components of large
interactive distributed services. LBs enable application logic
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to scale out to a pool of replicated servers, improving applica-
tion performance by avoiding hot spots. From the perspective
of users, LBs hide churn in the set of servers in the pool,
providing higher availability for the service.

LBs are deployed widely to scale out user-facing appli-
cations running inside a compute cluster. LBs may run as
frontends, routing client requests arriving from the Internet to
the server pool [10, 49, 51, 62, 89, 94]. LBs may also run as
tier-to-tier balancers, scaling out a single application tier (e.g.,
an in-memory database) of a complex application, routing
requests sent from other tiers [7, 11, 12, 14, 26, 30, 40, 43,
56, 57]. An LB may use either a request’s layer-4 (connec-
tion 4-tuple) or layer-7 identifiers (e.g., HTTP object path) to
route the request to a server. Typical request-routing policies
aim to balance the request load evenly among servers in the
pool [49, 62, 89].

Emerging trends in how interactive services are designed
require us to rethink the role of LBs in applications. With
the advent of microservices, serverless, and rack-scale com-
puting [25, 35, 38, 69, 72, 74, 80, 83, 86, 109], application
compute tasks are becoming increasingly granular (§2.1).
With finer granularity, server performance will be much more
vulnerable to regression from system and software variability
at time scales of 100𝜇s–1 ms (§2.2). Variability will worsen
tail latencies. Alternative techniques to deal with variabil-
ity, such as overprovisioning, demand-driven scaling [6], and
request duplication [60] will not work at these time scales.
LBs, however, are in a unique position to mitigate high server
variability: instead of simply balancing load, LBs may adapt
request-routing to actively optimize service performance.

Adapting request-routing requires the design of feedback
controllers that observe and react quickly to changes in server
performance. However, shipping performance data from appli-
cations to centralized controllers or even the LBs themselves
presents significant challenges in application instrumentation,
data collection, and data freshness (§2.3).

We argue that each LB must implement in-band feedback
control, reacting to the performance of remote servers using
purely local observations derived from server traffic traversing
the LB. Such an approach can improve application perfor-
mance even without co-opting servers, clients, applications,
or the network. We take inspiration from the long history of
feedback control in our community, e.g., for TCP conges-
tion [70, 77, 87] and wide-area traffic engineering [63, 76].

However, measuring server performance directly at LBs is
complicated by the fact that high-speed LBs are designed to
minimize or avoid processing response traffic from servers
to clients (§2.4), to cut down CPU consumption and reduce
response latency [15, 94].
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This paper takes a first step towards in-band feedback
control at LBs by presenting a technique to measure end-
to-end response latency without observing responses (§3).
End-to-end latency is a good indicator of a server’s request-
processing delay when a client is “close” to the LB, for ex-
ample in tier-to-tier LBs and CDN/edge clusters. Our key
insight is that it is possible to substitute the measurement of
the delay between request and response by the delay between
the request and a packet that a client transmits due to the
response—a packet we call a causally-triggered transmission.
We propose techniques to identify causally-triggered trans-
missions, enabling highly accurate ongoing measurements
of end-to-end latencies. We present a simple controller that
adapts request-routing using these latencies.

Experiments show that even this simple controller can re-
act to a server latency inflation of 1 ms and shift traffic in
milliseconds, reducing tail latencies (§4). We conclude the
paper with several open research questions on the design of
measurement and controllers in this context (§5).

2 WHY IN-BAND FEEDBACK CONTROL?
2.1 Granularity and Network Delays
Modern user-facing services break complex application logic
into loosely-coupled components, termed microservices [35,
72], that collaboratively implement the application by ex-
changing messages over the cluster’s interconnecting net-
work. A single user-facing request may involve calls to thou-
sands of microservices [4, 13, 16, 23], with the slowest mi-
croservice dominating response time [60]. To provide end-
to-end latencies in the milliseconds, each microservice will
need to finish its compute in microseconds. Systems sup-
port for “granular computing,” e.g., serverless [25, 38], rack-
scale [69, 74, 80, 83, 86, 109], anticipates and pushes this
trend forward.

In the limit, the completion time of a compute task will be
comparable to the round-trip propagation delay to the com-
ponent that requested the task [69, 91]. It becomes important
that each request not only reach a “good” server, but also tra-
verse a lightly-loaded network path. A slightly slower server
that is reachable faster may be preferable to a fast server with
a congested network path. Today’s LBs ignore the effects of
network paths except at coarse spatial granularities [28, 29].

Further, the rate of load-balancing decisions increases with
finer compute granularity. Hence, it is critical to get server
selection “right” for each request, to support high end-to-end
application performance.

2.2 Performance Variability
Applications today run deep software stacks. Stemming from
the need to ease portability and scalability, containerization [33,
42, 44, 55] packages application components and their soft-
ware dependencies into self-contained execution environ-
ments. However, supporting feature-rich connectivity between
containers requires new software layers in the network stack,
including virtualized network interfaces (termed the container

network interface [18]) and the service mesh [8, 47, 50].
These additional layers support translation between container
and provider network addresses [39], access control poli-
cies [9], and authentication between containers [24, 36]. Each
network message between containers may traverse the soft-
ware network stack twice as many times as packets between
baremetal machines [20, 110].

The longer the lifetime of a message in software, the more
variable its processing latency, due to inefficiencies in sched-
uling interrupts and threads (in user and kernel space) that
must process the message. On Linux today, recovering from a
single preemption may take hundreds of microseconds to
a few milliseconds [54, 58, 74, 82]). Increasing the time
spent by messages in the network stack also amplifies the
impact of background tasks such as compaction and garbage
collection [2, 60, 90] on processing latency. Recent works
that improve operating system scheduling to shrink tail laten-
cies [64, 74, 86, 96] use user-space networking stacks, which
coexist poorly with multi-tenancy [97]. As such, they cannot
support deployment in shared clusters.

Unfortunately, the shrinking granularity of application com-
pute (§2.1) makes request-processing performance increas-
ingly vulnerable to low-level system variability over time.
Variability is challenging to get rid of completely [60]. The
consequence is that server request-processing performance
may vary fast, e.g., in hundreds of microseconds, or within a
few round-trip times in modern clusters. Typical approaches
to handle performance variability are not viable at this time
scale. Overprovisioning resources can get expensive [22]. Au-
tomatic scaling [55] to spin up new VMs and containers may
take tens of seconds to take effect [6, 31]. Compared to send-
ing the request to a fast server in the first place, timeout-based
request duplication [60] will effectively double the response
latency for a duplicated request when compute and network
delays are comparable (§2.1).

We believe that adaptive request-routing at LBs is archi-
tecturally the right approach to address variability of the
kinds discussed above. Beyond merely balancing connec-
tions across servers [10, 62, 94] as many LBs aim to do, LBs
should react to server performance directly, since all servers
are not equal at all times. Server performance may change in a
few round-trip times. Yet, LBs reacting to server performance
can make many favorable request-routing decisions for all the
requests arriving within this duration. However, to adapt to
changing server performance, LBs must first observe it—a
challenging task that we discuss below.

2.3 Avoiding App Modification
If servers could supply LBs with signals of local applica-
tion performance out-of-band, perhaps LBs could use those
signals to adapt how they route requests to the servers. For
example, applications may publish the occupancy of software
queues or CPU and memory utilization to external monitoring
systems, or even directly to LBs [1, 3, 27, 28, 66, 79, 103].
Alternatively, centralized controllers [46, 95] may consume



such information from servers and perform control actions to
update request-routing at LBs.

Implementing changes to applications to support such use
cases is nontrivial. Anecdotally, getting wide deployment
of “housekeeping” functionality into applications requires
significant homogeneity in the deployed software environ-
ment [101]. Any degree of heterogeneity compounds the
challenges of instrumenting source code [75, 93, 99]. The
decomposition of a complex application into microservices
reflects the organizational structure of the teams managing
the different parts of the application’s logic. LB designs that
require instrumentation of source code across teams will face
uphill battles for deployment.

If performance signals could indeed be collected from
servers and applications, the efficacy of adaptive request-
routing would depend on how quickly LBs can access fresh
performance data or updated control actions. Designing a pub-
sub system or implementing fast RPCs to propagate signals
from large numbers of servers to LBs before the signals get
stale (§2.2) will entail significant complexity and cost.

2.4 Minimizing Traffic Footprint
To avoid the staleness and complexity of out-of-band signal-
ing, it is appealing to ask whether LBs can measure server
performance in-band using data traffic traversing the LBs.

Unfortunately, this is not easy to do. Strictly speaking,
LBs are just “infrastructure”, moving data to and from ap-
plication components. Yet, they must be designed to scale
to large request loads and avoid additional latency on the
critical request-processing path. Taming the CPU utilization
of software LBs is a significant operational concern, both
for frontend and tier-to-tier LBs [15, 59, 67, 94, 100]. It is
especially critical for frontend LBs since they handle every
packet sent to a service, including volumetric DDoS attacks.

Specifically, many LBs implement direct server return
(DSR), an optimization that enables servers to send response
traffic directly to clients bypassing the LB [30, 32, 40, 94].
DSR cuts the bandwidth and CPU requirements on LBs since
the LBs need not process bandwidth-intensive response traffic.
Moreover, DSR removes an additional hop on the server-to-
client path, which would otherwise add latency.

Unfortunately, optimizations to improve LB performance
by making them “low touch” on application traffic will also
hinder the visibility that LBs have over server performance.
Specifically, DSR makes it challenging for LBs to correlate
requests with responses, since the latter are unobservable.
Hence, it is difficult to measure a server’s request-processing
delay or rate directly at the LB. The assumption of observing
both directions of traffic is ubiquitous in measurement works
that aim to passively measure round-trip times of connections
from an intermediate vantage point [52, 68, 71, 73, 84, 85,
92, 98, 106–108].

Today, LBs exist that leverage server performance to adapt
request-routing. They fall into two classes. The first requires
terminating TCP connections on both sides, hence seeing

both requests and responses [7, 14, 21, 26, 37, 41, 43, 79].
TCP connection termination is CPU- and memory-expensive,
and often infeasible, e.g., frontend LBs. The second class
uses out-of-band signaling [1, 3, 53, 78, 103], creating other
challenges (§2.3). Neither approach is general or scalable.

2.5 Goals for Next-Generation LBs
We believe that providing high performance to support emerg-
ing applications requires designing in-band feedback con-
trol loops at LBs, with local measurement and adaptation of
request-routing policies. Ideal LBs must:
• incorporate network and server processing delays into

request-routing decisions (§2.1);
• react quickly to server performance variation (100𝜇s–

1ms) and on an ongoing basis (§2.2);
• use purely local observations, avoiding the need for

application modification or external storage (§2.3);
• operate under direct server return, observing only one

direction of traffic, going from client to server (§2.4);
• meet standard LB requirements such as connection-to-

server affinity and minimize connection-breaking due
to churn in the set of LBs and servers [51, 62, 89].

3 DESIGN
As a first step towards in-band feedback control at LBs, we
present a design that optimizes end-to-end response latencies.

The end-to-end response latency is the sum of four com-
ponents: (i) the delay for a request to travel from client to
LB, (ii) then from LB to server, (iii) the delay for the server
to process the request, and (iv) the delay for the response
to travel from server to client (skipping LB). Ideally, an LB
should measure and react just to the components that it can
control with request-routing—the server-side delays (ii) and
(iii). When clients are “close” to LBs, e.g., in tier-to-tier LBs
and in CDN/edge clusters, the end-to-end response latency
closely matches the controllable components of the delay.

In the rest of this section, we present a novel measurement
technique to estimate the end-to-end response latency under
direct server return (§2.4), and a simple control algorithm
that adapts request-routing. Our measurement technique may
also apply more generally to passive round-trip time measure-
ments with asymmetric routing [48].

Measuring proxy intervals using causally-triggered trans-
missions. Even if an LB does not observe a response packet,
our key insight is that the LB could observe a packet causally
triggered by the response. Hence, this triggered packet may
be used to measure response latency, assuming that the latter
lands at the LB “soon” after the response arrived at the client.
The response latency is estimated as the delay between the
request and the causally-triggered packet, both observed at
the LB. The idea is illustrated in Fig.1(a). The proxy measure-
ment is purely local to the LB, and can occur without client,
server, application, or network coordination.

The proxy measurement will indeed be inaccurate relative
to the response latency. Fig.1(b) illustrates the errors that are



possible. 𝑇𝑐𝑙𝑖𝑒𝑛𝑡 is the true response latency, and the proxy
measurement 𝑇𝐿𝐵 has the error 𝑇𝐿𝐵 − 𝑇𝑐𝑙𝑖𝑒𝑛𝑡 = 𝑂3 − 𝑂1 +
𝑇𝑡𝑟𝑖𝑔𝑔𝑒𝑟 . Here, 𝑂1 is the one-way delay for the first request
from the client to the LB, 𝑂2 is the delay for the request
from the LB to reach the server and its response to reach
the client, 𝑂3 is the one-way delay for the causally-triggered
packet from the client to the LB, and 𝑇𝑡𝑟𝑖𝑔𝑔𝑒𝑟 is the time for
the client to trigger the next packet after the response arrives.
In our experience,𝑂1 and𝑂3 are statistically comparable, and
𝑇𝑡𝑟𝑖𝑔𝑔𝑒𝑟 is the bulk of the error in 𝑇𝐿𝐵 .

A simple instantiation of the proxy measurement idea is the
estimation of the TCP round-trip time at the beginning of the
connection by measuring the time interval between the SYN
and the ACK packet of the TCP 3-way handshake [48, 81, 88,
104]. However, triggered packets are much more common and
general. Other examples of triggered packets include: all TCP
acknowledgments driven by packet receptions, including all
ACK-clocked data transmissions; response-triggered dispatch
of new requests due to flow control and concurrency limits in
HTTP/2, QUIC, and RPC libraries [5, 17, 19]; and request-
reply transactions serialized to respect data dependencies and
ordering requirements in microservices [45, 65]. In general,
any client-server pair that is prevented from transmitting data
due to flow control (at the application or transport layer) will
result in causally-triggered transmissions.

However, identifying packets triggered due to responses of
earlier requests is challenging. Consider Fig.1(c). There are
several packets that an LB could consider as candidates for
measurement. Without invoking detailed application or proto-
col knowledge (§2.3), it is unclear which packet is causally
triggered by a response to a previous request.

Using inter-packet gaps to identify causally-triggered trans-
missions. Our observation is that in flow-controlled flows,
some of the time gaps between successive packets are much
longer than others. This is because a client will typically
max out its quota of outstanding requests (determined by
flow control), and wait for a reply before it is allowed to
send subsequent packets. The wait produces the longer pause
between transmissions: longer, typically, than the pauses be-
tween packet transmissions allowable by flow control, e.g.,
the window in case of TCP. A server response breaks the
pause in transmissions by re-opening the flow control quota.

Separating packets into batches using pauses is reminiscent
of flowlet switching, i.e., load-balancing batches of packets in
a TCP connection that are close together in time, an idea that
has been harnessed for in-network load balancing [102, 105].
Flowlet switching uses a parameter, the flowlet timeout, which
corresponds to the minimum idle time between flowlets. If
the time gap between two successive packets in a connection
exceeds this timeout, the second packet is said to belong to a
new flowlet (batch).

One could identify triggered transmissions in a manner
similar to identifying flowlets. The time gap between the first
packets of successive batches provides a running estimate of
the response latency of the connection, 𝑇𝐿𝐵 . The algorithm

Algorithm 1: FIXEDTIMEOUT: Track causally-
triggered transmissions through a fixed timeout to
identify new batches of packets, executed at LB upon
receiving each packet of flow 𝑓 .

Input: Fixed inter-batch timeout, 𝛿
Input: Timestamp of the current packet’s arrival, 𝑛𝑜𝑤
Input: The last time a new batch arrived for flow 𝑓 ,

𝑓 .𝑡𝑖𝑚𝑒_𝑙𝑎𝑠𝑡_𝑏𝑎𝑡𝑐ℎ
Input: The last time a packet arrived for flow 𝑓 ,

𝑓 .𝑡𝑖𝑚𝑒_𝑙𝑎𝑠𝑡_𝑝𝑘𝑡
Output: An estimate of flow 𝑓 ’s round trip time, 𝑇𝐿𝐵 ,

if a new sample is produced, else 𝑢𝑛𝑑𝑒 𝑓
1 𝑇𝐿𝐵 = 𝑢𝑛𝑑𝑒 𝑓

2 if 𝑛𝑜𝑤 − 𝑓 .𝑡𝑖𝑚𝑒_𝑙𝑎𝑠𝑡_𝑝𝑘𝑡 > 𝛿 then
⊲ New batch: record response latency.

3 𝑇𝐿𝐵 = 𝑛𝑜𝑤 − 𝑓 .𝑡𝑖𝑚𝑒_𝑙𝑎𝑠𝑡_𝑏𝑎𝑡𝑐ℎ
4 𝑓 .𝑡𝑖𝑚𝑒_𝑙𝑎𝑠𝑡_𝑏𝑎𝑡𝑐ℎ = 𝑛𝑜𝑤

5 end
6 𝑓 .𝑡𝑖𝑚𝑒_𝑙𝑎𝑠𝑡_𝑝𝑘𝑡 = 𝑛𝑜𝑤

7 return 𝑇𝐿𝐵

FIXEDTIMEOUT shown in Algorithm 1 implements this ap-
proach. It must be executed upon the arrival of each packet
belonging to flow 𝑓 at an LB. The algorithm separates packets
into batches and estimates response latency for flow 𝑓 .

However, setting the inter-batch timeout 𝛿 is nontrivial.
Packets within a single batch need not be transmitted back-to-
back. Too low a timeout will incorrectly separate packets with
small gaps into separate batches, and report artificially low
response latencies. If the timeout is set too high, the algorithm
will miss batches of packets, spanning multiple (true) packet
batches, and inferring an erroneously high response latency.

The ideal timeout value that separates packets into batches
depends on several factors. The timeout depends on the prop-
agation delay between the client and the server, the utiliza-
tion contributed by the flow to the bottleneck link along the
client-to-LB network path (higher the utilization, smaller the
inter-packet time gap that separates batches), and the pattern
of packet transmissions at the client (i.e., how flow control is
implemented by the server and client). These factors change
with the deployment and over time, and as such, it is challeng-
ing to use a standard value in all scenarios.

Using ensemble estimation and sample cliffs. We show that
it is possible to take advantage of the specific kinds of errors
contributed by incorrect timeouts over time, to triangulate to
a timeout that works. Specifically, over a fixed epoch of time
𝐸 (we use 𝐸 = 64 ms), the number of samples obtained by
FIXEDTIMEOUT (i.e., samples where 𝑇𝐿𝐵 is not 𝑢𝑛𝑑𝑒 𝑓 ) for
any timeout 𝛿 , provides crucial information.

Suppose the true round-trip time (RTT) is fixed at 𝑇𝐿𝐵 over
the duration of the epoch. If the timeout 𝛿 were in fact close
to the (unknown) ideal timeout 𝛿𝑜𝑝𝑡 , the number of samples
obtained by FIXEDTIMEOUT will equal the number of true
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Figure 1: Causally-triggered transmissions (§3): (a) It is possible to estimate the request ⇔ response latency at the
client through a measurement of the request⇔ triggered-packet latency at the LB. Measuring the latter only requires
observing traffic going from client to server. (b) However, the proxy measurement 𝑇𝐿𝐵 may have errors relative to the
desired measurement 𝑇𝑐𝑙𝑖𝑒𝑛𝑡 (c) Identifying the packet triggered by the response of a given request is challenging.

Algorithm 2: ENSEMBLETIMEOUT: Track causally-
triggered transmissions through an ensemble of time-
outs and detection of a sample cliff. The algorithm is
executed at the LB upon receiving each packet.

Input: 𝑘 exponentially increasing timeouts
𝛿1, 𝛿2, · · · , 𝛿𝑘

Input: Timestamp of the current packet’s arrival, 𝑛𝑜𝑤
Input: The last time a new batch arrived for flow 𝑓 ,

𝑓 .𝑡𝑖𝑚𝑒_𝑙𝑎𝑠𝑡_𝑏𝑎𝑡𝑐ℎ𝑖 , one value maintained for
each timeout 𝛿𝑖

Input: The last time a packet arrived for flow 𝑓 ,
𝑓 .𝑡𝑖𝑚𝑒_𝑙𝑎𝑠𝑡_𝑝𝑘𝑡

Input: Number of samples so far corresponding to 𝛿𝑖
this epoch, 𝑁𝑖

Input: Epoch length, 𝐸
Input: Timeout chosen for current epoch, 𝛿𝑒
Output: An estimate of flow 𝑓 ’s round trip time, 𝑇𝐿𝐵
Output: A new timeout for the next epoch, 𝛿𝑒

1 for 𝑖 ← 1 to 𝑘 do
⊲ For each timeout value

2 𝑇𝐿𝐵,𝑖 = FIXEDTIMEOUT () with timeout 𝛿𝑖
3 if 𝑇𝐿𝐵,𝑖 not 𝑢𝑛𝑑𝑒 𝑓 then
4 Increment sample count 𝑁𝑖 for timeout 𝛿𝑖
5 end
6 end
7 if current packet is the first of a new epoch then

⊲ Detect sample cliff
8 Pick𝑚 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖 (

𝑁𝑖

𝑁𝑖+1
)

⊲ Reset all sample counters for next epoch
9 Set 𝑁𝑖 ← 0 for all 𝑖

⊲ For next epoch, use timeout 𝛿𝑚
10 𝛿𝑒 ← 𝛿𝑚

11 end
12 return 𝑇𝐿𝐵,𝑒 , 𝛿𝑒

(a) (b)

Figure 2: Timeout-based RTT estimate 𝑇𝐿𝐵 compared
against ground truth𝑇𝑐𝑙𝑖𝑒𝑛𝑡 (§3): (a) With FIXEDTIMEOUT,
using a low timeout 𝛿 produces too many low estimates.
Too high a timeout results in too few large estimates. (b)
ENSEMBLETIMEOUT finds the best timeout 𝛿𝑚 using sam-
ple cliffs, tracking changes in the true RTT.

RTTs within the epoch, i.e., 𝐸
𝑇𝐿𝐵

. If 𝛿 < 𝛿𝑜𝑝𝑡 , FIXEDTIMEOUT

will still separate packets from different RTTs into different
batches. However, FIXEDTIMEOUT may also produce addi-
tional erroneous (low) outputs of 𝑇𝐿𝐵 , incorrectly separating
some packets from the same RTT into different batches. If
𝛿 > 𝛿𝑜𝑝𝑡 , each output 𝑇𝐿𝐵 will span several true RTTs, and
the algorithm will produce far fewer than 𝐸

𝑇𝐿𝐵
outputs.

Fig.2(a) compares the outputs from FIXEDTIMEOUT (𝑇𝐿𝐵)
against the ground truth measured at the client (𝑇𝑐𝑙𝑖𝑒𝑛𝑡 ), when
observing a backlogged TCP flow between two endpoints at
an LB. Throughout the experiment, an incorrect low timeout
𝛿 = 64𝜇𝑠 produces many erroneously low 𝑇𝐿𝐵 outputs (see
horizontal band near RTT 64𝜇𝑠). The true RTT increases at
𝑡 = 3𝑠 (vertical dashed line). Before the increase, the timeout
𝛿 = 1024𝜇𝑠 is too large. FIXEDTIMEOUT produces a small
number of erroneously large outputs.

Our key insight is to look for a drastic reduction in the
number of samples collected with increasing timeouts 𝛿𝑖 over
an epoch, to help set the correct timeout for the next epoch.



We call this sample cliff detection. Over each epoch 𝐸, algo-
rithm ENSEMBLETIMEOUT (Algorithm 2) implements 𝑘 in-
stances of FIXEDTIMEOUT with timeout values 𝛿1, 𝛿2, · · · , 𝛿𝑘
(lines 1–6). The timeouts 𝛿𝑖 could be exponentially spaced
to span a sufficiently large range of 𝛿𝑜𝑝𝑡 values. We use
𝛿1 = 64𝜇𝑠, 𝛿2 = 128𝜇𝑠, · · · , 𝛿7 = 4𝑚𝑠. At the end of each
epoch, ENSEMBLETIMEOUT determines the largest reduc-
tion in the number of samples between adjacent timeouts
(sorted from smallest to largest timeouts, see line 8). We pick
a timeout corresponding to a sample cliff; suppose this time-
out is 𝛿𝑚 . ENSEMBLETIMEOUT returns response latencies
estimated using 𝛿𝑚 over the next epoch. Fig.2(b) shows how
ENSEMBLETIMEOUT adapts its timeout 𝛿𝑚 dynamically to
track the ground truth 𝑇𝑐𝑙𝑖𝑒𝑛𝑡 closely in the same experiment
where fixed timeouts 𝛿 produce erroneous outputs (Fig.2(a)).

Simple load balancing strategy. Inspired by gradient-based
methods used in traffic engineering [63, 76], we use a simple
load-balancing strategy that redistributes a fixed fraction 𝛼

of total traffic from the server with the highest latency (as
measured by ENSEMBLETIMEOUT) equally over all other
servers. We use 𝛼 = 10%. The traffic shift may occur every
time the LB receives a new sample of response latency, e.g.,
every round-trip time of each connection. We leave more
sophisticated strategies to future work.

4 PRELIMINARY EVALUATION
This section provides a preliminary demonstration of how
response latencies measured locally at LBs can aid in de-
signing reactive load-balancing strategies. We implemented
the measurement and control strategies described in §3 in
the context of Cilium’s XDP load balancer [57], which im-
plements the Maglev hash function [62] to map connections
to servers. In our setup, the LB balances requests arriving
towards two memcached Kubernetes pods, each running on
its own baremetal server on CloudLab [61].

The requests are generated using the memtier benchmark
tool [34]. The client establishes multiple TCP connections,
sends several requests over each connection, closes, and re-
opens the connections, and repeats over the duration of the
experiment. Sending multiple requests over each connection
allows the LB to observe response latencies per server. Re-
establishing connections from time to time allows the LB to
make fresh request-routing decisions using the learned server
latencies. We used a 50-50 mix of GET and SET requests.

The LB is initialized with the default Maglev hash function,
i.e., 50% of the slots in the LB’s hash table point to each of the
pods. However, in the middle of the experiment (𝑡 = 100𝑠), we
injected an artificial delay of 1 ms along the path from the LB
to one of the servers. Fig.3 compares the 95th percentile GET
response latency of the latency-aware design (§3) and the
regular Maglev LB. The latency-aware design can react much
faster: our instrumentation of the LB’s hash table shows that
the updates incorporate the latency inflation in milliseconds
(the client only provides statistics every few seconds).

Figure 3: Evolution of the 95th percentile latency for GET
requests in a load-balanced two-node memcached cluster.
A delay of 1 ms is injected at one of the servers at 𝑡 =

100𝑠, increasing the tail latency for a regular Maglev LB.
However, a latency-aware approach (§3) shifts traffic and
reduces tail latencies in milliseconds.

5 OPEN RESEARCH QUESTIONS
(1) Dealing with far, non-equidistant clients. The LB’s
decisions do not control the client-to-LB path. Hence, the end-
to-end round-trip time (RTT) of a client request is not always
representative of the delays that an LB can control. Could an
LB identify connections which can, in fact, see a performance
benefit using performance-aware feedback control at the LB?
How should an LB measure just the components of the RTT
that are under the LB’s control?

(2) Handling general packet timing behaviors. The tech-
niques in this paper rely on clients sending bursts of packets
and triggering subsequent packets “soon” upon responses.
LBs must identify and handle violations of such timing as-
sumptions: (1) application-limited clients, (2) network proto-
col behaviors with delayed transmission (e.g., TCP delayed
ACKs), and (3) packet pacing.

(3) Handling application dependencies. How should an LB
recognize that a server appears to be slow not because it is
slow but one of its downstream dependencies is slow? How
should an LB shift traffic if a dependency is slow?

(4) Designing more sophisticated control loops. Could we
design control loops to minimize tail latency, while converg-
ing fast, without thundering-herd problems, with many LBs?

Conclusion. In this paper, we have argued that LBs must go
beyond just balancing load, implementing in-band feedback
control to actively improve application performance. We call
upon the community to build on the techniques in this paper.
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