
els actually are not really transparent or 
publicly available,” she said.

In the end, Gal argued, model col-
lapse is an important consideration, 
but not the matter of imminent disaster 
that some news coverage has made it 
out to be. “It’s a matter for the tech com-
panies who build these models to be 
aware of how the models are being used 
and how the models are being trained, 
in order to avoid training on synthetic 
data that they themselves generated.” 
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data makes the generated data more 
closely resemble original data, he said. 
“It’s like you have a distribution of the 
synthetic data, you have a distribution 
of the real data, and you want to close 
the gap between them as much as pos-
sible,” he said.

Improving the quality of synthetic 
data could also help with another chal-
lenge LLMs are facing as they try to im-
prove: a dearth of new data on which 
to train. Scientists from Epoch AI, a re-
search institute that focuses on trends 
in AI, have predicted the world will 
run out of new text to train on some-
time between 2026 and 2032. With 
no new data on which to train future 
generations of LLMs, progress could 
stagnate. “The interesting question is, 
can synthetic data lead to not just stag-
nation, but actual improvement in the 
model?” asked Pablo Villalobos, a staff 
researcher at Epoch.

With curation of high-quality syn-
thetic data, he said, the question be-
comes “whether this can be done it-
eratively so that each model generates 
better data that is used to train another 
model in basically the opposite of mod-
el collapse, in some virtuous circle.” He 
is not yet sure whether such improve-
ment is possible, but sees some signs it 
could be.

Other issues arise from training new 
models on generated data that do not 
quite reach the level of model collapse. 
For instance, Koyejo said, synthetic data 
could increase the likelihood that LLMs 
will discriminate against people in mi-
nority groups. Because any minority is 
by definition a smaller part of the data 
distribution, losing the tails of the dis-
tribution could make minorities disap-
pear entirely. “Data tends to anchor on 
majority subgroups,” he said. “It tends 
to be good at capturing the most popu-
lar themes and less good at capturing 
tails, so less-represented demographics 
can get erased in various ways.”

While such erasure is something 
that could happen, he added, the issue 
has not been well studied. His colleague 
Diyi Yang, an assistant professor in the 
natural language processing group at 
Stanford, said there has been very little 
research into the question of how model 
collapse affects diversity issues. “Part of 
the reason is that, if you think about any 
existing big models, a lot of the training 
dynamics or checkpoints of those mod-

“The interesting 
question is, can 
synthetic data 
lead to not just 
stagnation, but actual 
improvement of the 
model?”
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“My research centers on 
building abstraction tools 
and techniques for safe and 
secure computing systems,” 
Nagarakatte said, adding that 
his focus is on using formal 
methods, mathematically 
rigorous techniques that ensure 
system correctness, for the 
verification of mainstream 
software.

Nagarakatte said one of 
the foundations of computing 
systems is that they should 
behave as intended, providing 
the system is correct and 
everything works as expected.

“When you have compiled 
your code, if the program is 
behaving weirdly you think, 
‘oh, I made a mistake in my 
code.’ You wouldn’t expect your 
compiler is wrong,” he said.

Nagarakatte has been 
building lightweight tools 
that automatically check for 
correctness. For instance, 
LLVM is a compiler for which 
Nagarakatte co-developed Alive, 
a domain-specific language that 
verifies LLVM optimizations. 
His challenge is getting the 
average computer programmer 
to embrace these tools. 

“My research aims to 
make these verification tools 
mainstream so that every 
programmer can use these 
formal verification methods in 
their day-to-day work.” 
—John Delaney
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