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ABSTRACT

Graph edge partition models have recently become an appealing
alternative to graph vertex partition models for distributed com-
puting due to both their flexibility in balancing loads and their
performance in reducing communication cost.

In this paper, we propose a simple yet effective graph edge par-
titioning algorithm. In practice, our algorithm provides good par-
tition quality while maintaining low partition overhead. It also
outperforms similar state-of-the-art edge partition approaches, es-
pecially for power-law graphs. In theory, previous work showed
that an approximation guarantee of O(dmax+/lognlogk) apply to
the graphs with m = Q(k?) edges (n is the number of vertices, and
k is the number of partitions). We further rigorously proved that
this approximation guarantee hold for all graphs.

We also demonstrate the applicability of the proposed edge par-
tition algorithm in real parallel computing systems. We draw our
example from GPU program locality enhancement and demon-
strate that the graph edge partition model does not only apply
to distributed computing with many computer nodes, but also to
parallel computing in a single computer node with a many-core
processor.
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