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Abstract
The performance of Graphic Processing Units (GPU) is sensitive to irregular memory references. Some recent work shows the promise of data reorganization for eliminating non-coalesced memory accesses that are caused by irregular references. However, all previous studies have employed simple, heuristic methods to determine the new data layouts to create. As a result, they either do not provide any performance guarantee or are effective to only some limited scenarios. This paper contributes a fundamental study to the problem. It systematically analyzes the inherent complexity of the problem in various settings, and for the first time, proves that the problem is NP-complete. It then points out the limitations of existing techniques and reveals that in practice, the essence for designing new data reorganization algorithms to overcome the limitations of previous methods. Experiments show that an assembly composed of the new algorithms and a previous algorithm can circumvent the inherent complexity in finding optimal data layouts, making it feasible to minimize non-coalesced memory accesses for a variety of irregular applications and settings that are beyond the reach of existing techniques.

Categories and Subject Descriptors D.3.4 [Programming Languages]: Processors—optimization, compilers

General Terms Performance, Experimentation
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1. Introduction
Recent years have seen a rapid adoption of Graphic Processing Units (GPU) for high performance computing. As a massively parallel architecture, GPU significantly accelerates many regular, data-parallel applications. But its benefits for irregular applications are far less substantial, especially when the application contains dynamic, irregular memory references.

The reason comes from the hardware properties of GPU. GPU organizes its threads in groups and memory in segments. Every \( W \) threads with consecutive ID numbers form a warp; every \( S \) consecutive bytes in the global memory form a segment. At a memory reference, the number of memory transactions needed to load the data accessed by a warp equals the number of segments the data fall onto. When that number is larger than the possible minimum, the accesses are called non-coalesced memory accesses.

Non-coalesced memory accesses are common in irregular applications. Figure 1 (a) shows a simplified codelet of the force computation in a molecular dynamics simulation. The values in neighbors decides the access pattern of \( \text{pos} \). (b) and (c) show a regular and irregular pattern respectively.

Figure 1. (a) A simplified codelet of the force computation in a molecular dynamics simulation. The values in neighbors decides the access pattern of \( \text{pos} \). (b) and (c) show a regular and irregular pattern respectively.
Non-coalesced accesses may result in memory transactions as many as $W$ times of the minimum, leading to a throughput a number of factors lower than the peak of GPU [2, 5, 26]. They have been the focused target of some recent studies. However, most prior explorations [2, 12, 18, 20, 25] concentrate on static irregularities, where the memory access patterns are known at compilation time. The type of irregularity in our focus is dynamic: For instance, the content of the indexing array neighbors in Figure 1 depends on the input to the program and is updated throughout the simulation of the molecules movement.

Dynamic irregular accesses have to be treated during runtime. Some earlier studies [22] have relied on special hardware extensions that modern GPUs do not have. A recent study [26] shows the promise of pure software solutions. It develops a pipeline scheme that makes it possible for CPU to reorganize data and threads for a near-future GPU kernel invocation while GPU is working on the current kernel. A related study [5] demonstrates the feasibility of moving the reorganization to GPU so that CPU can also involve in workload processing.

Despite that these studies have shown promising speedups, the understanding to data reorganization for minimizing non-coalesced GPU memory accesses remains preliminary. The focus of the previous studies has been on coordinating CPU and GPU to allow runtime data reorganization. They have not explored fundamental issues on data reorganization and its relation with GPU memory performance. As a result, the reorganization algorithms they have adopted either lack performance guarantees or are effective to only some limited scenarios, as Section 3 reveals.

This current work provides the first principled understanding of GPU data reorganization for minimizing non-coalesced accesses. It makes four-fold contributions.

- **Complexity Analysis:** It systematically analyzes the relations between data reorganization and GPU memory accesses, and proves it infeasible to minimize memory transactions in polynomial time through just data repositioning, unless $P$ equals $NP$. Furthermore, it proves that even if threads are allowed to be regrouped into warps, the complexity remains unchanged. The results indicate that it is virtually in vain to keep searching for a general, practical algorithm that can minimize GPU memory accesses, either with or without hardware extensions, through data repositioning, thread regrouping, or their combination—the three methods that have been pursued by most previous GPU memory optimizations. The strong theoretical results are essential for guiding the directions of the current research efforts. (Section 2)

- **Limitations and Essence:** This work points out the limitations of existing algorithms for optimizing GPU dynamic irregular references, and unveils that in practice, the essence for designing an appropriate data reorganization algorithm can be reduced to a classical tradeoff among space, time, and complexity. (Section 3.1 and 3.2)

- **Algorithms:** Based on the insights, this work develops two new data reorganization algorithms that complement prior algorithms with respective strengths. It shows that the new algorithms reduce space cost significantly with non-coalesced memory accesses kept minimized. (Section 3.3 and 3.4)

- **Comparison and Selection:** This work compares the various algorithms, unifies them into an assembly, and develops some selection guidelines and an automatic algorithm selector to address GPU dynamic irregular accesses in various scenarios. (Section 4)

- **Evaluation:** Experiments on a set of dynamic irregular applications show that the developed assembly, along with the algorithm selector, circumvents the inherent complexity in finding optimal data layouts, making it feasible to minimize non-coalesced memory accesses for a variety of irregular applications and settings that are beyond the reach of existing techniques. Compared to existing techniques, the assembly produces up to 2X speedup (10-50% on average), demonstrating its promise as a comprehensive solution to dynamic irregular memory accesses in GPU. (Section 5)

2. **Problem Setting and Complexity Analysis**

In this section, we first provide some background on GPU that closely relates with the following discussions. We then describe the main approaches researchers have been pursuing to tackle non-coalesced GPU accesses. We finally reveal the fundamental challenges for such approaches by proving that using those approaches to minimize non-coalesced accesses for general irregular references is computational infeasible unless $NP$ equals $P$.

2.1 **Background on GPU**

As a massively parallel device, GPU contains hundreds of cores residing on a number of streaming multiprocessors (SM). When a GPU kernel is launched, the runtime usually creates thousands of GPU threads running on these cores in parallel. These threads are organized hierarchically. A number of threads (32 in NVIDIA GPU) with consecutive IDs compose a warp, a number of warps compose a thread block, and all thread blocks compose a grid. (This paper uses CUDA terminology.) A warp is the unit in GPU scheduling; all threads in a warp proceed in lockstep.

GPU is equipped with several types of memory. The largest is off-chip main memory called *global memory*. It consists of a large number of segments (of 32, 64, or 128 bytes depending on the access mode.) For the large size and long access latency of global memory, its access efficiency is critical. GPU hence offers *memory coalescing*, a hardware-enabled feature that uses one memory transaction to load/store all the data in a memory segment that are requested by a warp at a load/store instruction. As a result, the execution of a load/store instruction by a warp incurs $K$ memory transactions, where $K$ equals the number of memory segments the requested data fall onto. Suppose the data to load/store by a warp at a reference contain $D$ bytes and a memory segment is $S$-byte long. The reference is a non-coalesced reference when $K > \lceil D/S \rceil$. The corresponding memory accesses are non-coalesced accesses. Another type of memory on GPU worth mentioning is *shared memory*, which is on-chip with access latency comparable to that of register files. A thread can access an element that is loaded or stored into shared memory by another thread if and only if the two threads belong to the same thread block. In the following discussion, memory refers to global memory by default.

2.2 **Objective and Complexity**

The objective of non-coalesced access minimization is to minimize the number of non-coalesced accesses of a GPU kernel. The minimization, for its importance for GPU performance, has drawn lots of attentions. However, satisfying solutions are still limited to some special scenarios. In this section, we examine the inherent complexity of the previous approach and prove that in general cases, using the approach is infeasible to reach the objective unless $NP$ equals $P$. The results may guide the direction of future research, and also lays the theoretical foundation for the rest of this work.

A GPU kernel may contain multiple references. We focus on one reference first and discuss other scenarios later.

2.2.1 **Data Repositioning and NP-Completeness**

Data repositioning has been the main direction pursued by previous work for minimizing non-coalesced accesses [2, 18, 22]. The es-
sentential idea is to reorder data elements on memory so that the data to be accessed by a warp can reside consecutively, covering the minimum number of memory segments. For the example in Figure 1 (c), the transformation would create a new array Pos’ with the same elements as Pos but in a different order, such that the four elements Pos[9], Pos[103], Pos[23], Pos[67] fall into a single memory segment. Matrix transposing [22] is another example: By repositioning elements on memory to create a column-major data layout, it can minimize non-coalesced accesses for a column-wise reference to the matrix.

In summary, the complexity of non-coalesced accesses is problem dependent. It is NP-complete for a general data repositioning problem, but it can be minimized by reorganizing the access order. However, when warp reorganization is allowed, the problem becomes NP-hard. Theorem 2 provides a proof that the problem is NP-complete. It states that the problem of finding a general data repositioning algorithm to guarantee minimum non-coalesced accesses, we conduct a proof, for verifying its correctness as well as offering insights that will do the work originally done by a new algorithm.

2.2.2 When Warp Reorganization is Allowed

The above proof assumes that only data repositioning is applied for reducing non-coalesced memory accesses. Some recent study [26] has shown that warp reorganization can help remove non-coalesced accesses as well, and can be used together with data repositioning for the optimization. In this subsection, we complement Theorem 1 by proving that using warp reorganization does not change the NP-completeness of the problem. That is, we prove the following strengthened complexity theorem:

Theorem 2. It is an NP-complete problem to minimize the non-coalesced accesses for an arbitrary data reference on GPU through data repositioning, warp reorganization, or both.

Warp reorganization is to swap threads across warps. It is also called job swapping because it exchanges the jobs of swapped threads and hence the data elements a warp accesses. The swapping may remove non-coalesced accesses. For instance, suppose that thread \( t_3 \) accesses \( A[7] \) and thread \( t_4 \) accesses \( A[3] \), while the other threads in the first two warps access \( A[tid] \). After swapping \( t_3 \) and \( t_4 \), the new \( t_3 \) will do the work originally done by \( t_4 \) and access \( A[3] \), while the new \( t_4 \) will take over the work of \( t_3 \) and access \( A[7] \). Both warps’ accesses become coalesced. Runtime warp reorganization has been shown to be feasible through either hardware extensions [9] or program transformations [26]. It may be
used together with data repositioning in minimizing non-coalesced accesses [26].

We now prove that allowing warp reorganization does not change the computational complexity of the data repositioning problem. To prove it, it is enough to prove a special case of the problem to be NP-complete. The special case we use is when each data element is of the same size as the memory segment. In that case, data repositioning has no effect on the number of memory accesses as it does not change the clustering of data elements into memory segments. So we can prove that using only warp reorganization to minimize non-coalesced memory accesses is NP-complete, Theorem 2 is proved.

Warp reorganization is equivalent to grouping the jobs of the threads into clusters with each cluster containing \( W \) jobs (\( W \) is the number of threads per warp). Without loss of generality, consider that a job contains just one irregular reference to an array. Let \( N \) stand for the number of threads, \( M \) represents the total number of memory segments that contain at least one data item requested at the reference. We claim that it is NP-complete (in regard to \( M \)) to partition \( N \) jobs evenly into \( N/W \) clusters such that when each warp takes one cluster of jobs, the total number of memory transactions at that data reference is minimized.

The proof is via a reduction from a known NP-complete problem, the partition problem [11] (represented as PAR to avoid confusion). All jobs can be classified into \( M \) categories based on which memory segment contains the data item requested in a job; we say two jobs are of the same type if they are in the same category. Let \( n_i \) (\( i = 1, \cdots, M \)) represent the number of jobs in the \( i \)th category. Apparently the total number of jobs \( N \) equals \( \sum_{i=1}^{M} n_i \). In the PAR problem, the goal is to decide whether a given set \( S \) of integers can be partitioned into two subsets \( S_1 \) and \( S_2 \) such that the sum of the numbers in \( S_1 \) equals the sum of the numbers in \( S_2 \). The reduction to our problem is as follows. A special case of our problem is that the size of each warp \( W \) is \( N/2 \). Our remapping hence needs to assign the \( N \) jobs to two clusters. Apparently, the number of memory transactions for a job cluster is the number of types of jobs in the warp. It can be seen that the achievable lower bound of the number of memory transactions in our special-case problem is \( M \). It is obtainable only when \( M/2 \) types of jobs fit exactly into one cluster; note that in this case, the integer set \( S = \{n_1, n_2, \cdots, n_M\} \) is evenly partitioned. So, if we can find the best partition of threads into warps in polynomial time (in regard to \( M \)), we would be able to tell whether \( S \) can be evenly partitioned by checking whether the number of memory transactions resulting from our mapping is \( M \). Hence, the PAR problem would be solvable in polynomial time, contradicting the well-established NP-completeness of the problem. Theorem 2 follows.

2.3 Discussion

This section has analyzed the computational complexity of using data repositioning for minimizing non-coalesced accesses. The proved NP-completeness should not rule out the possibility that through some heuristic algorithms, the approach may still yield good speedup on some special types of kernels. However, it does indicate the extreme challenge to use it for achieving the optimal for general cases. We next show that the challenge can be circumvented if a constraint assumed by the approach is relaxed.

3. Algorithms that Circumvent the Complexity

We design two new algorithms to circumvent the complexity facing data repositioning. The key observation is that the essential difficulty in data repositioning comes from an implicit constraint that the produced new data layout uses no more space than the original. If we allow more space to be used, the complexity of the problem may reduce significantly.

Previous studies have not exploited this insight, except for the one by Zhang and others [26], which takes advantage of extra space but in an ad-hoc manner. In this section, we first review that previous method, reveal its limitation, and crystallize the analysis into an insight in the key tradeoff in designing a practical solution. We then describe the two new algorithms we design.

The following discussion is based on reference \( A[P[tid]] \), a conceptual form of dynamic irregular references. It assumes the memory segment size \( S \) is a multiple of the working set size of a warp. This condition often holds given that the warp size and \( S \) are typically powers of 2. But even when it does not hold, the following discussions are still valid except that some preprocessing needs to be done to align data with memory segments.

3.1 Review of the Duplication Algorithm

The duplication algorithm is used by Zhang and others to optimize irregular memory accesses [26]. For an irregular reference, such as \( A[P[tid]] \), the algorithm creates a new array \( A' \) such that \( A'[tid] = A[P[tid]] \); the reference to \( A[P[tid]] \) in the kernel is then replaced with \( A'[tid] \). The algorithm naturally ensures that all accesses of a warp are to a consecutive memory region and there are no non-coalesced memory accesses, as illustrated by Figure 4 (b).

The algorithm is called “duplication” as it creates duplicated copies of a data element when the indexing array \( P \) contains repetitive values. Apparently, the new array \( A' \) is as large as the number of GPU threads \( T \), no matter how small the original array \( A \) is. Even worse is when there are multiple references to the same array (e.g., \( A[P[tid]] + A[P[tid]+v] \)), the algorithm creates a new \( T \)-long array for each of the references.

3.2 Limitations and Tradeoff

The duplication algorithm converts irregular accesses to regular ones. However, it may dramatically inflate space usage. For a \( K \)-element array referenced \( n \) times by \( T \) GPU threads, the space overhead is as much as a factor of \( n * T/K \). In a modern GPU, \( T \) can be comparable with the number of bytes in the entire memory.

The large space overhead has two consequences. First, the basic duplication algorithm fails when the space inflation exceeds the capacity of the memory. Second, the creation and transfer of the large volume of data may introduce substantial time overhead, throttling the optimization benefits. The previous work has used partial duplication to alleviate the issues [26]. The idea is to apply the transformation to only a fraction of the GPU threads. Although it can reduce the space overhead, it compromises the quality of the optimization proportionally. As Section 5 will show, it may result in substantially lower speedup than what is possible.

Figure 2 shows the conceptual positions of the previous approaches in a space of optimization quality, complexity, and space cost. Data repositioning and the duplication algorithm are at two extreme ends of the spectrum of space cost. The partial duplication lowers the space cost but also proportionally degrades the transformation quality and lengthens the kernel execution time. Data repositioning has the lowest space cost but the highest complexity.

So the key for having a practical algorithm is to find a sweet point that reduces the space cost without compromising the transformation quality and meanwhile possesses manageable complexity. We next describe two new algorithms towards that goal.

3.3 Padding Algorithm

The padding algorithm tries to avoid some unnecessary data copies made in the duplication algorithm without compromising the optimization quality. Its basic observation is that if two threads \( t_1 \) and \( t_2 \) from the same warp access the same data element \( (a) \), there is
and avoids the creation if it is not. (An entailed change is that the thread is the first of the current warp that accesses that element in the new array.)

3.3.1 A Simple Design

A simple design is to just make the following modification to the duplication algorithm. When the algorithm is about to create a copy of an element in the new array $A'$, it checks whether the current thread is the first of the current warp that accesses that element and avoids the creation if it is not. (An entailed change is that the original reference, say $A[P[tid]]$, needs to be replaced with $A'[Q[tid]]$ rather than $A'[tid]$, where $Q$ contains the new mapping between the thread and the data it accesses in $A'$.)

Unfortunately, this simple modification is insufficient for two reasons. First, the avoided duplications cover only a small portion of all the duplications because the chance for two threads accessing the same data element to come from the same warp is often small. Second, the avoidance of some duplications often causes a misalignment between the working set of a warp and memory segments. As a consequence, the working set of a warp may span over the boundary of a segment, causing new non-coalesced accesses.

3.3.2 An Enhanced Design

Our enhanced design addresses the two problems of the simple design through sorting and padding. Figure 3 shows the pseudo code of the algorithm. It includes three steps.

---

**Figure 2.** Positions of various algorithms in the space-quality-complexity coordinates. Graph (b) omits partial duplication for legibility.

**Figure 3.** The pseudo-code of the padding algorithm.

**Figure 4.** An example that illustrates the algorithms of duplication, padding, and sharing. Assume 4 objects per memory segment, 4 threads per warp, and 4 warps per block.

The first step reorders data elements based on their access frequencies. At a data reference, the access frequency of a data element is the number of threads that access it. The second step reorganizes threads into warps. It reorders threads according to the order of data elements—that is, all threads accessing data $X$ must precede all threads accessing $Y$ if $X$ precedes $Y$ in the new data sequence. Starting from the first thread, every $W$ adjacent threads form a warp in the resulting thread organization. These two steps address the first problem of the simple design: By making threads accessing the same data element locate closely and form warps, they reveal more opportunities for saving duplications.

The third step puts data elements into memory segments. Starting from the first data element in the new order, the data are greedily packed into a memory segment one after one. But when it finds that the current segment cannot hold all the data the current thread warps accesses (e.g., the first segment in Figure 4 (c)), it moves all the data accessed by that warp into the next memory segment, leaving some empty slots at the end of the previous memory segment. Data is duplicated only when necessary—that is, when one data element is accessed by multiple thread warps whose working data sets do not fall into the same memory segment. Examples are the two “c”s in the layout in Figure 4 (c). This step addresses the second problem of the simple design. By padding a memory segment with some empty slots when necessary, it aligns the working set of a warp with memory segments.

**Analysis** This padding algorithm guarantees zero non-coalesced access since it puts the working set of every warp into a single memory segment. Its space overhead comes from the padded empty slots and some duplicated data elements. If $k$ threads in a warp access one single data element, the empty slot in a memory segment is at most as long as $\lceil \text{mod}(S, W/k) \rceil$, where $W/k$ computes the number of unique elements accessed by a warp and $S$ is the number of data elements a segment can contain. Both $S$ and $W$ are usually power of two. So the worst case happens when $k$ is small (hence the remainder is large) but is not a power of two. Specifically, when $k = 3$, the empty slot is the longest, up to $W/3 - 1$. But even in that case, the space cost is much lower than that of the duplication algorithm. The number of threads a memory segment serves in that
case must be no fewer than \( t = (S - W/3 + 1)/(W/3) \). Following the assumption that \( S \) is the multiple of \( W \), let \( S = r \cdot W \) with \( r \) being a positive integer. The number of threads served, \( t \), must be no smaller than \( 3r - 1 \), which is at least 2. In the duplication algorithm, these threads would use at least 2\( S/W \) memory (given that \( r = 1 \) means \( S = W \)), double what they use in the padding algorithm.

When analyzing the number of duplications in the padding algorithm, it is important to notice that among all the warps accessing the current memory segment, only the first of them may have some data elements duplicated. It is because only when the working set of a warp overlaps with the data elements in the previous memory segment, those overlapped elements may have a duplicate in the current memory segment (e.g., the second “c” in Figure 4 (c).) That overlap must be partial since at a complete overlap, the previous memory segment can already hold the working set of that first warp, and hence that warp would have corresponded to the previous rather than current memory segment. Due to the way threads are ordered, that partial overlap entails that the working sets of the other warps cannot overlap with the data in the previous segment, and hence have no duplicated data. Following the observation, we can see that in the case mentioned in the previous paragraph, the duplicated part of a segment is at most \( W/3 - 1 \), smaller than \( 1/3r \) of \( S \). In comparison, the duplication algorithm creates at least 3 copies per data element in that case. The data element contained in one memory segment in the padding result would become \( 3 \cdot (S - W/3 + 1)/S \) (which is greater than \( 3 - 1/3r \) and 2.67) segments in the result from the duplication algorithm. 

**Limitation** Despite its appealing properties, the padding algorithm has one major limitation. Because it reorganizes not only data but also threads, it may cause side effects to other references in the kernel. For example, if a kernel contains “\( B[tid]+A[P[tid]] \)”, after the third and ninth threads switch positions, they swap their jobs, and the accesses to \( B \) must also be swapped. In another word, \( B[tid] \) must be replaced with \( B[R[tid]] \), where \( R[3] = 9 \), and \( R[9] = 3 \). Otherwise, the new thread 3 would add \( A[P[9]] \) with \( B[3] \) rather than \( B[9] \), causing wrong computation results. As a result, the optimization of \( A[P[tid]] \) makes accesses to \( B \) non-coalesced. So the padding algorithm is most beneficial when all references in a kernel follow the same access pattern (e.g., \( B[P[tid]] + A[P[tid]] \)).

### 3.4 Sharing Algorithm

This algorithm overcomes the limitation of the padding algorithm by increasing duplication avoidance from a different angle. It uses the shared memory in GPU to enlarge the scope of duplication avoidance. Shared memory is a type of on-chip memory in GPU. Data written to shared memory by a thread is visible only to threads in the same thread block. Shared memory has an access latency a hundred times smaller than that of the global memory, and more importantly, its performance is largely insensitive to irregularities in accesses.

**Insight** The key insight of this algorithm is to shift irregular accesses from global memory to shared memory. As shared memory is visible within a whole thread block, the sharing algorithm enlarges the scope of duplication avoidance from a warp to a thread block. Its basic idea is to create a copy of all the data accessed by a thread block (a single copy per data element) and put them into a consecutive chunk of memory. Then, it loads these data in a consecutive (hence coalesced) manner into shared memory. It redirects memory accesses by the thread block to the corresponding copies in the shared memory. By keeping only one copy for all data elements accessed by a whole thread block, it avoids many duplications. By shifting irregular accesses to shared memory, it eliminates non-coalesced accesses to global memory. It uses clustering to further increase the opportunity for duplication saving. The detailed algorithm is as follows.

**Algorithm** Figure 5 outlines the pseudo-code of the sharing algorithm. It includes two steps. In the first step, it conducts clustering to swap threads among thread blocks so that the threads in a block have as many accesses to the same data elements as possible, while different blocks have as few as possible.

Many clustering algorithms can serve for the purpose. In our implementation, we use two. The first is a graph partition-based clustering [23], which is especially suitable for applications with a graph topology, such as the distribution of molecules in a molecular dynamics simulation, the structure of a mesh in a mesh simulation. In these applications, typically each thread is in charge of one node in the graph. The algorithm randomly selects some nodes as seeds and assigns each of them a distinct cluster number. The nodes then iteratively propagate the cluster memberships to their neighbors. The threads are clustered by inheriting the cluster ID of their corresponding nodes. The second clustering algorithm is suitable for other cases. It uses the working set of a thread as its feature and applies the standard hierarchical clustering to build up the clusters.

After clustering, the second step prepares data to be loaded into shared memory and creates a new indexing array to reference them. Specifically, it places the data elements accessed by each thread block continuously into a global array. It is possible that even after the clustering, the working sets of two thread blocks may still overlap. In that case, some data will have to be duplicated across thread blocks. Some trivial padding fills up the final memory segment a thread block uses. Figure 4 (d) shows an example. The clustering switches threads 9 and 10 with threads 21 and 22. After that, each thread block accesses four unique data elements and there is no overlaps between the working sets of the two blocks and hence no duplications. Two meta-arrays, blockPos and blockSizes, record the starting offset and the number of accessed data elements in the new data array for each thread block. They add minor space cost. When the GPU kernel executes, each thread block loads the corresponding block of data to shared memory according to the meta-arrays.

**Notes** We make several notes. First, the clustering step is optional. It increases the chance for saving data duplications, but even if it is not used, the algorithm can still remove all non-coalesced accesses and avoid duplications inside a thread block.

Second, when clustering is used, threads in different blocks may get swapped. However, unlike the padding algorithm case, even with the swapping, the sharing algorithm can still apply to a kernel containing multiple references with different access patterns. It is because the sharing algorithm does not require data references to
remain or become regular. Consider the example mentioned earlier, 
$B[tid] + A[P[tid]]$. After clustering-incurred thread swapping, the 
references may become $B'[Q[tid]] + A'[P[tid]]$ and both refer-
ences become irregular. However, the second step of the sharing 
algorithm ensures that both arrays will be loaded into the shared 
memory in a coalesced manner. Accesses to the copies in the shared 
memory may be irregular, but recall that the performance of shared 
memory is resilient to access irregularity. It is worth noting that for 
this algorithm to work properly, the clustering and data reorgani-
ization need to put all the references ($B[tid]$ and $A[tid]$) into our 
example) into consideration.

Third, the usage of shared memory may have two side effects on 
the performance of the kernel. The first is the time overhead of the 
introduced accesses to shared memory, which is often negligible 
compared to the time incurred by global memory accesses, espe-
cially for the irregular applications that are often memory latency 
bound. The second effect is that because shared memory is partitioned 
to all active thread blocks on a streaming multiprocessor, a 
large usage of shared memory by a thread block may reduce the 
number of thread blocks that can be active at the same time (called 
GPU occupancy.) Our experimental results in Section 5 show that 
the effect is not obvious on irregular applications.

Finally, when a problem size is large, the working set of a thread 
block could be larger than the shared memory. Fortunately, we 
observe that for most kernels, when the problem size increases, the 
problem size per thread block often remains unchanged but more 
thread blocks are created. In exceptional cases, to apply the sharing 
algorithm, the kernel can be modified to break the task of one block 
into smaller tasks and assign them to more thread blocks.

**Analysis** Quality-wise, as described in the algorithm, after the 
sharing algorithm applies, the accesses to the global memory become consecutive and coalesced. It maintains the zero non-
coalesced accesses guaranteed by the duplication algorithm.

Space-wise, the algorithm saves space cost by avoiding data 
duplications for threads inside a block. The maximum number of 
copies of a data element is the number of thread blocks, rather 
than the number of threads in the duplication algorithm. If on 
average $k$ ($k < B$, $B$ for the number of threads per block) threads 
access one data element, with a perfect clustering that puts threads 
accessing the same data element into a single block, the algorithm 
can virtually avoid all data duplications. In practice, the amount 
of savings depends on the clustering quality (or how frequently 
multiple thread blocks access the same data elements if clustering 
is not used.) Section 5 provides the empirical results.

**3.5 Discussion**

The two new algorithms introduced in this section guarantee zero 
non-coalesced access as the duplication algorithm does. Although 
they reduce the space overhead of the duplication method substan-
tially, it should be noted that they do not guarantee minimum space 
cost. Designing an algorithm with that guarantee and zero non-
coalesced accesses is not the goal of this work. In fact, that task is 
no easier than the data positioning problem (they form dual prob-
lems with each other.) Section 5 will show that the two algorithms 
do provide practical solutions to a variety of programs.

4. **Algorithm Selection and Integration**

The three algorithms described in the previous section have different 
strengths and weaknesses. In this section, we provide a qualitative 
comparison, and describe an automatic selector and its integra-
tion in a runtime library.

**Qualitative Comparison** We summarize the qualitative differ-
ences among the three algorithms as follows.

- **Applicability:** The padding algorithm is applicable to kernels 
  that have a single reference pattern. While the other two algo-
  rithms do not have such a constraint, the sharing algorithm may 
  need kernel modification when the working set of a thread block 
  is too large to fit into shared memory, and the duplication algo-
  rithm may be applicable to only part of the data when the space 
  limit is reached.

- **Space cost:** By avoiding unnecessary duplications, the padding 
  and sharing algorithms use much less space than the duplication 
  algorithm does.

- **Optimization capability:** All three algorithms have the capa-
  bility to eliminate all non-coalesced memory accesses (in their 
  applicable scenarios.) However, when being applied at runtime, 
  the realizable benefits also depend on their runtime overhead.

- **Transformation overhead:** The time overhead of the duplica-
  tion algorithm is in the creation and transfer of the new data 
  copies, which can be substantial when the number of threads is 
  very large or there are multiple references of different patterns 
  to the same array. For the padding algorithm, the overhead in-
  cludes the data and threads sorting time in addition to the cre-
  ation and transfer of the new arrays. The overhead of the sharing 
  algorithm consists of data creation and transfer time, the clus-
  tering time, the accesses to shared memory and the side effect 
  on occupancy. Due to the large space reduction, the data cre-
  ation and transfer in the two new algorithms usually take much 
  less time than in the duplication algorithm. Data creation and 
  transfer usually reside on the critical path of dynamic simul-
  ation applications, but the sorting and clustering in those two al-
  gorithms do not and hence can be largely hidden (e.g., through 
  the CPU-GPU pipeline in G-Streamline [26].) We will come 
  back to this point later in this section.

**Algorithm Selection** Based on the differences, we develop some 
simple guidelines, as Figure 6 shows, to help programmers select 
the suitable algorithm when writing a new program.

Meanwhile, we provide an automatic selector based on the on-
line profiling and adaptive control offered by G-Streamline, a run-
time library we previously developed [26]. The runtime library 
works when the GPU kernel is invoked in a loop. By profiling the 
initial several iterations during runtime along with some perfor-
manee models of the system (e.g., the time to transfer a data from 
CPU to GPU, the time to create a data copy) built ahead of time 
through offline profiling, it estimates the kernel running time and 
optimization overhead to determine the suitable optimization algo-
rum to apply and the appropriate optimization parameters to use 
(e.g., the fraction of data to optimize in partial duplication.) Many 
irregular applications, including dynamic simulations and numerical 
calculations, are of that iterative pattern and are amenable for 
the runtime library to work. Our automatic selector employs the on-
line profiling to estimate the amount of overhead of the algorithms

```plaintext
Figure 6. Guidelines for algorithm selection.
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// T: # of threads; D: the set of memory references; // D: working set of a thread block; // Z: the size of the irregularly accessed data; 
if T is less or comparable with Z: 
use duplication; 
else if D has a single access pattern: 
use padding; 
else if D is smaller than shared memory: 
use sharing; 
else: 
use duplication or change kernel to use sharing.
and the kernel running time to pick the algorithm with the largest performance potential.

**Integration with G-Streamline** We integrate the selector and the reorganization algorithms into G-Streamline. G-Streamline uses a CPU-GPU pipelining scheme to allow runtime optimization of a future kernel invocation to happen on CPU when GPU is running the current invocation. However, if the future kernel’s optimization depends on its previous invocation result, the optimization has to happen on the critical path. In that case, to make the optimization still happen asynchronously, kernel splitting is used so that the computations of a kernel are split and put into two parallel sub-kernels. The optimization of the second sub-kernel can run with the invocation of the first sub-kernel. The ratio between the amount of task between the second and first sub-kernel is called transformation ratio. The more costly the optimization is, the lower the ratio has to be so that the invocation of the first sub-kernel can hide the optimization overhead.

For all irregular applications we find, among the major operations in the three algorithms, sorting and clustering can happen across kernel invocations, but data creation and transfer are on the critical path due to dependences across kernel calls. They have to rely on kernel splitting to hide their overhead. In Section 5, we will see that the padding and sharing algorithms have much higher transformation ratio than duplication for their much smaller overhead in data creation and transfer. It is worth noting that G-Streamline uses its online profiling scheme to determine whether the transformation ratio is high enough to hide the overhead.

Integrating the data reorganization algorithms into G-Streamline does not change the library’s interface. It only adds a handful of functions as alternatives to the duplication algorithm already presenting in G-Streamline. The usage of the modified G-Streamline is the same as before [26]: Users insert several function calls into the GPU application to invoke the runtime asynchronous optimizations and online profiling; some minor changes to the kernel may be needed, including replacing old indexing arrays with new ones.

## 5. Evaluation

In this section, we evaluate the proposed algorithm assembly on eight benchmarks in Table 1, which all have dynamic irregular memory accesses. For comparing with the state of the art [26], they include all memory benchmarks used in the previous work: CFD is an unstructured grid finite volume solver; CG is a conjugate gradient method with sparse matrix-vector multiplication as its kernel; NN is for nearest-neighbor clustering; UNWRAP is for 3-D reconstruction. MD is a molecular dynamics simulation from the Shoc benchmark suite [7]; NBF and IRREG are derived from two irregular CPU applications heavily used by previous research [10]. The former is part of GROMOS, a force field simulation; the latter is the core of an iterative partial differential equation solver. The benchmark MERGE is a database update program. All code has gone through performance tuning to fit the execution models of GPU. The inputs to MD, IRREG, NBF and CFD consist of some nodes and neighbor lists generated randomly. The input to MERGE includes some indexing arrays of a set of data generated randomly. The inputs to CG contain a sparse matrix and vector. The locations of the non-zero elements in the matrix exhibit some patterns such that multiple rows of the matrix happen to multiply with a similar set of elements in the vector. The inputs to NN and UNWRAP come with the benchmarks.

We experiment on two types of GPU devices. One is NVIDIA Tesla C1060 hosted in a quad-core Intel Xeon E5640 machine, and the other is NVIDIA GTX480 hosted in a quad-core Intel Xeon E5520 machine. Both machines have CUDA4.2 installed. We obtain hardware performance through the NVIDIA’s CUDA profiler.

**Results Overview** Figure 7 reports the kernel speedups on both machines with the baseline as the execution time of the original GPU version. All overhead, including transformation and extra data transfer, is included. The selector-based algorithm assembly produces up to 21% speedup on GTX480. It gives even larger speedup (up to 109%) on C1060 because that device is more sensitive to irregular accesses for its lack of on-chip cache. (It is worth noting that having cache or not on massively parallel processors is still a debatable topic; some recent chips, such as Intel SCC, do not have cache for power efficiency.)

For further confirmation, we use the NVIDIA hardware performance profiler to measure the memory load efficiency. Load efficiency is defined as the ratio of requested global memory load throughput to actual global memory load throughput. As Figure 9
shows, the algorithm assembly improves the average efficiency by 4.9X on C1060 and 7.2X on GTX480 over the original version.

The two rightmost columns of Table 1 report the selected algorithms on the two machines. Figure 8 shows the speedups brought by each algorithm on Tesla C1060, confirming that all selections except for the one for CG on Tesla C1060 are correct. (We explain the selection error later in the detailed analysis on CG.)

Six of the eight benchmarks benefit the most from the newly designed algorithms on at least one machine. As Figure 8 shows, the new algorithms produce extra speedup as much as 8-60% over the duplication algorithm. It is mainly due to the larger transformation ratios (shown in Table 2) enabled by their large reduction of the overhead in data copy and transfer. The padding algorithm, due to its constraint on access patterns, is applicable only to the MERGE benchmark in the suite.

Overall, the results show that the two new algorithms significantly enhance the power of data reorganization for irregular memory optimizations. The algorithm assembly and online selector produce some promising speedups for most of the benchmarks. We next discuss each benchmark in further details.

**MD, IRREG and NBF** MD simulates the interactions of a number of molecules in a 3-D space. Two molecule nodes are neighbors if their distance is smaller than some predefined threshold. One thread is in charge of each node. In a simulation iteration, that thread traverses all its neighbors to calculate the force between each neighbor and that node. The inefficient memory references come from reading neighbors’ positions.

The duplication algorithm improves the performance by duplicating position values to make sure adjacent threads load adjacent memory locations. Figure 10 shows that the full duplication can give 2X speedup on C1060 when overhead is not counted. But the overhead of data creation and transfer throttles the speedup to only 15%. The sharing algorithm has a higher performance potential than the duplication algorithm for the smaller working sets. Figure 11 reports that the sharing algorithm cuts the space overhead by 96%, which explains the seven times more speedup it creates than the duplication algorithm does when overhead is counted as Figure 7 shows.

The tremendous space reduction comes from two reasons. First, the irregular reference to data array is surrounded by a loop to traverse all neighbors, and in each iteration the memory access pattern of all threads is different depending on the topology of the interaction graph. The duplication algorithm, therefore, duplicates the same array the same number of times as the iteration number. Second, Sharing benefits greatly from clustering, which places adjacent nodes in topology closely in memory accessed by threads in the same block.

IRREG and NBF, like MD, have a graph topology. Figure 10 shows different potentials, because their kernels have different ratios of computation to memory accesses. Nonetheless, the sharing algorithm is also shown to be the best choice for them due to the reasons similar to MD. It is worth mentioning that the benefits of the optimizations also depend on the frequency of the neighbor list update in these simulation programs. When the update is frequent, the data transformations need to be applied often and hence lead to higher transformation overhead. When the overhead cannot be hidden completely, the runtime control of G-Streamline can adaptively adjust the fraction of data to transform to trade data layout quality for transformation efficiency [26]. A detailed study on various tradeoffs of the different algorithms in these frequent update scenarios is our future work.

**CFD** The program, CFD, computes force field of many particles. Each particle has substantially more features than the molecules in MD, and so each thread block processes more data. Figure 10 shows a potential of more than 3 times speedup from the duplication algorithm. But the data transfer overhead throttles the potential. The algorithm eventually produces 31% benefit with a 0.35
optimization ratio on C1060. The smaller space overhead of the sharing algorithm leads to a larger optimization ratio (0.6) and a higher speedup (37%).

**CG** The kernel in CG does sparse matrix multiplication. The matrix is stored in the Compressed Sparse Rows (CSR) format. In the irregular kernel, one thread is in charge of one non-zero element in the sparse matrix. The accesses to the vector may not be coalesced depending on the sparsity in each row. The duplication and sharing perform similarly well in the potential graph. The best speedup on C1060 is 1.85 times, while the performance gain is around 20% on GTX480 due to the cache effects on the reuses of the elements in the vector. Figure 10 reports that the sharing algorithm has slightly larger potential than the duplication on C1060. The better algorithm, however, is duplication, because of the overhead caused by shared memory accesses. The subtle difference is not captured by the online algorithm selector, causing the sharing algorithm being selected. But the speedup lost is only less than 5%.

**UNWRAP** The kernel of this program is in a central loop, which transforms an image from the Cartesian coordinate system to the Polar coordinate system. Unlike the other programs, this program do not have data dependences carried by the different invocations of the kernel. The first tens of iterations of the program successfully overlap the overhead of both the duplication and sharing algorithms. The duplication was shown to be the better algorithm for its lack of the side effects in shared memory usage. (For unknown reasons, the benchmark cannot run on GTX480.)

**NN** The nearest neighbor identification program, NN, has a central loop to process an unstructured input file chunk by chunk. The kernel is launched once for each chunk, and calculates the Euclidean distances from the target location to each record in that chunk. At the end of the program, the main thread processes all distance results and obtains the K nearest neighbors. Figure 10 shows the large speedup potential on both C1060 and GTX480. The sharing algorithm does not reduce any space overhead as reported in Figure 11. The reason is that one record is only processed once, and the duplication algorithm essentially just transposes the data, creating no extra data copies. Like UNWRAP, there is no loop-carried dependence for NN, but the transformation and transfer overhead can not be fully overlapped, and we obtained 0.7 and 0.4 optimization ratios on C1060 and GTX480 respectively. On this special benchmark, the duplication algorithm is a better algorithm in both machines, producing higher speedup than sharing.

**MERGE** MERGE has the same access pattern for both loads and stores. Padding algorithm is applicable. As Figure 10 shows, Duplication and Padding have quite similar potential. Padding has a larger potential than Sharing because it needs no shared memory accesses. Padding reduces the size of transformed data significantly. Duplication, due to the memory size limit, only manages to transform 30% of data. Padding is the best choice on both GPUs for this program. The speedups on the two machines are quite similar on this program. The reason is that the program has few short reuse distances and hence does not benefit from cache much.

6. Related Work

Sections 1 and 5 have compared this work with previous studies [5, 22, 26] on optimizing dynamic irregular memory accesses on GPU. This section reviews some other related studies.

A number of studies have proposed compiler techniques to optimize GPU memory references. Examples include GPU optimizing compilers [12, 25], OpenMP-to-CUDA compilers [18], polyhedral models [2], performance tuning [20], and many others that cannot be listed for lack of space. All these techniques have focused on static irregularities that are amenable for compiler analysis. The usage of shared memory in the design of our sharing algorithm is inspired by some of those previous work [2]. But to our best knowledge, the sharing algorithm is the first algorithm that uses clustering and shared memory to avoid data duplications for runtime data reorganizations.

There are some recent studies exploring the synergistic usage of CPU and GPU, including the execution strategies proposed by Huo and others [13], the exploitation of OpenCL [16], and so on. In this work, we use the CPU-GPU pipeline created in G-Streamline [26] as it meets the needs for hiding transformation overhead.

Thread divergence is another type of dynamic irregularity in GPU, defined as the threads in a warp follow different paths of a kernel. Some hardware extensions have been proposed to remove thread divergences from a kernel execution [9, 19]. Carrillo and others [3] have proposed loop splitting and branch splitting to alleviate register pressure caused by diverging branches. As pointed out by an earlier work [26], thread divergence and non-coalesced memory accesses essentially stem from the similar source, a mismatch between threads and data. It suggests that the findings from this study are potentially usable for helping eliminate thread divergences as well.

Data reorganization has been used for many CPU data locality enhancements (e.g. [1, 4, 6, 8, 15, 24].) Some of them have especially concentrated on irregular applications [10, 21]. Kulikarni and others have studied locality issues of irregular data structures in the contexts of optimistic parallelism [17] and scheduling [14]. As a massively parallel architecture, GPU displays different memory access properties from CPU, exemplified by the hierarchical thread organizations, hardware enabled memory coalescing, and the SIMT execution model. All these features create differences in the challenges and opportunities in applying data reorganization, triggering the new set of innovations in this paper on both complexity analysis and transformation techniques.

7. Conclusion

This paper presents some fundamental understanding in exploiting data reorganization for minimizing non-coalesced memory accesses on GPU. It reveals the complexity of the problem by proving that it is NP-complete to create a data layout through data repositioning to minimize non-coalesced memory accesses on GPU, no matter whether thread reorganization is allowed. It points out that it is possible to circumvent the complexity by relaxing the space constraint in data repositioning. It introduces two new algorithms for minimizing non-coalesced memory accesses while avoiding the space inflation problem of a previous algorithm. It compares the various algorithms, presents some selection guidelines, and develops an automatic selector in a runtime library. Experiments show that the new algorithms excel previous techniques especially under space pressure. The algorithm assembly, assisted by the algorithm selector, enhances the performance of a set of dynamic irregular applications significantly, providing promising solutions to a large class of dynamic irregular references.
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