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Abstract
This paper presents a finding and a technique on program behavior prediction. The finding is that surprisingly strong statistical correlations exist among the behaviors of different program components (e.g., loops) and among different types of program-level behaviors (e.g., loop trip-counts versus data values). Furthermore, the correlations can be beneficially exploited: They help resolve the proactivity-adaptivity dilemma faced by existing program behavior predictions, making it possible to gain the strengths of both approaches—the large scope and earliness of offline-profiling–based predictions, and the cross-input adaptivity of runtime sampling-based predictions.

The main technique contributed by this paper centers on a new concept, seminal behaviors. Enlightened by the existence of strong correlations among program behaviors, we propose a regression-based framework to automatically identify a small set of behaviors that can lead to accurate prediction of other behaviors in a program. We call these seminal behaviors. By applying statistical learning techniques, the framework constructs predictive models that map from seminal behaviors to other behaviors, enabling proactive and cross-input adaptive prediction of program behaviors. The prediction helps a commercial compiler, the IBM XL C compiler, generate code that runs up to 45% faster (5%–13% on average), demonstrating the large potential of correlation-based techniques for program optimizations.

Categories and Subject Descriptors D.3.4 [Programming Languages]: Processors—optimization, compilers

General Terms Performance, Measurement

Keywords Program behavior prediction, Dynamic optimizations, Seminal behaviors, Feedback directed optimizations, Program behavior correlations

1. Introduction
Accurate prediction of program behaviors is the basis of various program optimizations. Program behaviors in this paper refer to the operations of a program and the ensuing activities of the computing system, in relation to the input and running environment. Examples include memory references, data values, function calling frequencies, and so on. The prediction of program behaviors critically determines how optimizers transform a program and the resulting performance. As the complexity in modern hardware and software continuously grows, accurate behavior prediction becomes both more important and more challenging than before.

Besides accuracy, two other properties of behavior prediction are essential for optimizations: scope and timing. The scope of a prediction may be a small execution interval, a loop, a procedure, or the entire program. The larger the scope is, the more likely the optimizer is able to avoid local-optimum traps when making optimization decisions. The third property, the timing of prediction, refers to when a prediction can occur. The earlier the prediction occurs, the earlier an optimization can happen, and the larger the portion of the execution that may benefit from the resulting code. We also call the earliness the proactivity of a prediction.

In existing program optimizers, behavior predictions are based on either training runs (in profiling-based optimizers) or runtime sampling (in runtime optimizers). Their strategies are essentially the same: using the behaviors of a program component (e.g., a procedure or loop) observed previously (in either a training run...
2. Correlations Among Program-Level Behaviors

In this section, we first present a qualitative view of the behavior correlations, using an example to illustrate the intuition behind it. We then report the measurement of the correlations in 14 programs, quantitatively examining the properties and strength of the correlations.

2.1 A Qualitative View

Formally, we define behavior correlations as follows. The behaviors of two program components are correlated if, when the inputs to the program change, their values vary together in a way not expected on the basis of chance alone.

The existence of behavior correlations is due to the connections inherent in program code. Take Figure 1 as an example. It outlines a simplified code for mesh generation. The “main” function invokes a recursive function “genMesh” to create a mesh for the vertices listed in an input file. Before the creation, it reads vertices and a reference mesh in the function “mesh_init” in preparation; after the creation, it verifies the generated mesh in the function “verify”.

The example illustrates both deterministic and non-deterministic connections among program behaviors. A deterministic example is the relation between the value of “\(v_N\)” and the trip-counts of the two “for” loops in “mesh_init”. Once the value of “\(v_N\)” is known, the numbers of the iterations are easily determined. Similar relations exist between “\(v_N\)” and the number of times the recursive function “genMesh” is invoked, and the size of the vertex array “\(v\)”. A non-deterministic connection exists between the “while” loop in the function “mesh_init” and the “for” loop in the function “verify”. Although these two loops tend to have the same trip-counts, they may differ with each other when the generated mesh is wrong. Some of these relations may be detectable by compilers, but many of them are undetectable because of the complexities in pointer analysis, alias analysis, and interprocedure analysis.

The existence of the correlations can be explained from another perspective. For a given program in a given environment, all the behaviors essentially stem from the same entity—the inputs to the program. They are hence likely to correlate with one another (although do not necessarily correlate, if two behaviors stem from the different parts or features of an input).

2.2 Quantitative Measurements

2.2.1 Methodology

Behaviors under Study In this experiment, we concentrate on the following program-level dynamic behaviors: loop trip-counts (numbers of iterations), procedure calling frequencies, the number of times a basic block is accessed (data profiles), the counts of certain values from some special expressions, referenced by the nodes and edges in the control flow graph, (edge profiles and node profiles, respectively), which are important for program optimizations (judged by the IBM XL C/C++ compiler v10.1). We choose these types of behaviors because of their importance for program optimizations. In fact, the final three kinds of profiles compose the entire feedback the IBM XL compiler uses for its profiling-directed compilation. The other two kinds of behaviors are important for loop optimizations and function inlining.

We collect the loop trip-counts through a modified GCC (v4.3.1), and obtain the calling frequencies through GNU gprof (v2.19). The machine is equipped with Intel Xeon 5310 quad-core processors running the Linux 2.6.22 operating system. We get the other three kinds of profiles using IBM XL C/C++ Enterprise Edition 10.1 on IBM Power5 processors (with the IBM AIX 5.3.8 operating system installed). The compiler is the primary commodity compiler on AIX platforms. The use of these two different platforms offers the
opportunity for studying the correlations between the behaviors of a program on different platforms.

**Programs** Table 1 lists the programs used in our experiments. They include 14 C programs in SPEC CPU2000 and SPEC CPU2006. We include no C++ or Fortran programs because the instrumentor we implement (the modified GCC) currently works only for C programs. We exclude those programs that are either similar to the ones included (e.g., bzip2 versus gzip) or have special requirements on their inputs and make the creation of extra inputs (which are essential for this study) very difficult.

Although each benchmark comes with several sets of inputs by default, more inputs are necessary for a systematic study of statistical correlations. We collect more inputs as shown in the fourth column of Table 1. During the collection, we try to ensure that the inputs are typical in the normal executions of the benchmarks. Specifically, we collect those inputs by either searching the real uses of the corresponding applications or deriving the inputs after gaining enough understanding of the benchmark through reading its source code and example inputs. Some of those inputs come from Amaral’s research group [Berube et al.]. The sixth column of Table 1 shows the changes that different inputs brought to the loop trip-counts, reflecting the large differences among those inputs.

### 2.2.2 Calculation of Correlations

We use the standard way in statistics, the Pearson product-moment correlation coefficient [9], to quantify the correlations. Let $X$ and $Y$ represent two behaviors of a program, such as the trip-counts of two different loops. Suppose we run the program for $n$ times, each time on a different input data set. We get $n$ measurements of both $X$ and $Y$, written as $x_i, y_i$ where $i = 1, 2, \ldots, n$. The correlation coefficient of $X$ and $Y$ is calculated as follows:

$$r_{XY} = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{(n-1)s_Xs_Y},$$

where $\bar{x}$ and $\bar{y}$ are, respectively, the mean values of $X$ and $Y$, and $s_X$ and $s_Y$ are the sample standard deviation of $X$ and $Y$.

The value range of correlation coefficients is [-1,1]. The absolute value of a correlation coefficient indicates the strength of a linear relationship between two random variables. The higher the absolute value is, the stronger the relationship is.

Correlation coefficients cannot directly reflect the non-linear relationship between behaviors. (The regression to be presented in Section 3 captures some of those relationships.) But that limitation does not affect the conclusion of the experiment: The observed correlations already confirm the common existence of strong correlations among program behaviors, as shown next.

#### 2.2.3 Measurement Results

In this section, we first report the correlation coefficients among the trip-counts of different loops and then describe the coefficients from loops to other types of behaviors. The concentration on loops is because of their importance in programs and their critical roles in the exploitation of correlations, as Section 3 will describe. In all measurements, we ignore the behaviors that have never occurred in any of the executions (correlations among them are trivially 1).

**Inter-Loop Coefficients** In the study of correlations among loops, we compute the correlation coefficients between the trip-counts of every pair of loops. For each loop, we find the highest correlation coefficient between this loop’s trip-counts and all the other loops’. We refer to such coefficient as the *inter-loop coefficient* of this loop. If its inter-loop coefficient is high, this loop’s trip-count is likely to be able to be predicted accurately as soon as the trip-count of the other loop is known. The seventh column in Table 1 shows the average of the absolute values of such coefficients across all loops in each program. All numbers are greater than 0.98 except 0.94 for mcf. Since the maximal correlation coefficient is 1, the inter-loop correlations are remarkably strong.

More detailed information on the correlations appears in the first column of Figure 2. Each pie shows the distribution of the values of the correlation coefficients. The dominance of the high coefficients further confirms the common existence of strong correlations between loop trip-counts.

**Loops and Others** We measure the correlation coefficients between loop trip-counts and each of the four other types of behaviors: procedure calling frequencies, edge, node, and loop data. The corresponding correlations are respectively denoted as loop-call, loop-edge, loop-node, and loop-data. For each target behavior (e.g., the calling frequency of a procedure), we compute the correlation coefficients between the trip-counts of every loop and this target behavior. The highest value is taken as the coefficient from loops to this target behavior. It (partially) reflects the possibility to predict the value of the target behavior from a loop.
The rightmost four columns in Table 1 report the average of such coefficients for each type of behaviors. The loop-call and loop-edge coefficients are all greater than 0.93. The loop-node coefficients are the lowest among the four, smaller than 0.84 for five programs. The main reason is the many conditional statements in their source code. The loop-data coefficients are higher than 0.92 for most of the programs. The two exceptions are programs, art and vpr, 0.7 and 0.64 respectively. The rightmost four columns of Figure 2 reveal the distribution of those coefficients.

Summary and Implications This section shows that even though conditional branches in a program sometimes weaken the correlations between loops and basic block execution frequencies, overall, strong statistical correlations exist between loop trip-counts, and from loop trip-counts to other types of behaviors. It suggests the possibility of using the correlations for runtime behavior prediction. When the values of certain types of behaviors of some program components (e.g., a set of loop trip-counts) are exposed in an execution, we may use them as the predictors of the behaviors of other (to-be-executed) components in the program. This kind of prediction is both proactive, occurring before the execution of the other program components, and adaptive, being specific to the current input data set.

The usefulness of the prediction is determined by its accuracy and how early the predictors expose their values. The next section describes a framework for identifying the appropriate set of predictors and the use of them for program optimizations.

### 3. Exploitation of Behavior Correlations

In this section, we describe a framework and a set of techniques for exploiting the correlations revealed in the previous section. The framework has two functions: 1) to find the small set of behaviors that expose their values early in an execution and strongly correlate with other behaviors in the execution; 2) to build predictive models that capture the correlations among program behaviors. At the center of the framework is the concept of seminal behaviors.

#### 3.1 Concept of Seminal Behaviors

Roughly speaking, seminal behaviors are those behaviors that are suitable to be used for predicting other behaviors. Before presenting the formal definition, we need to introduce two concepts.

**Definition 1.** For a given set of behaviors $B$ and a threshold $r$, a set of behaviors $S$ is a predictor set of $B$ if there is a mapping function $f$ from $S$ to $B$ such that the average Euclidean distance between $f(V_S)$ and $V_B$ is less than $r$, where $V_S$ and $V_B$ are the values of $S$ and $B$.

**Definition 2.** Let $S$ be a predictor set of a given set of behaviors $B$ of a program $G$. In an execution of $G$, let $B'$ represent the subset of $B$ whose values are exposed after the exposure of the values of $S$. The earliness of $S$ in that execution is defined as $|B'\cap B|/|B|$.

In these two terms, we express the definition of seminal behaviors as follows.

**Definition 3.** For a given set of behaviors $B$ of a program $G$, a seminal behavior set, $S$, is a predictor set of $B$ whose earliness, averaged across all executions of $G$, is the highest among all the predictor sets of $B$. Each member of $S$ is called a seminal behavior.

The definition suggests two properties of a seminal behavior set. First, it leads to accurate prediction of other behaviors. Second, it enables the earliest (on average) prediction among all B’s behavior-predictor sets. These two properties make a seminal behavior set desirable for the uses in proactive and cross-input adaptive prediction of program dynamic behaviors.

#### 3.2 Identification of Seminal Behaviors

The concept of seminal behaviors suggests that whether a behavior is a seminal behavior depends on $B$, the behaviors to be predicted. In this work, we concentrate on those five types of behaviors (loop trip-counts, calling frequencies, edge, node, data profiles) listed in Section 2.2.1. A brute-force way to identify seminal behavior sets is to enumerate every possible subset of the program’s behaviors, try all kinds of mapping functions, and consider all executions of the program. The high complexity suggests the need for heuristics and approximations. We employ a heuristics-based framework as described next.

**Candidate Behaviors** Rather than consider all kinds of behaviors, we select two types of behaviors as the candidates for seminal behaviors. The first is program interface behaviors, which mainly include the values directly obtained from program inputs. Specifically, this type of behaviors include the values obtained directly from command line arguments and file operations. We ignore the content of these.
The second type of behaviors we include are the trip-counts of all the loops (beside those that are already counted as interface behaviors) in the program. This inclusion is due to the importance of loops and the correlations the previous section shows.

**Identification Framework** A brute-force way to identify seminal behaviors is to compute the predictive capability and earliness of every subset of candidate behaviors and choose the best one. To circumvent the exponential complexity, we take an incremental approach, which gradually builds a number of affinity lists. An affinity list is a list consisting of two sets of behaviors, a header set and a body set, such that the values of the behaviors in the header can lead to accurate prediction of the values of those behaviors in the body.

The construction of affinity lists proceeds as follows. It starts with the set of interface behaviors, because of their earliness and direct connections with program inputs. It ignores those interface behaviors that have constant values across all training runs as they are irrelevant to behavior variances among different runs. It then uses the remaining interface behaviors as predictors, builds predictive models from them to each loop trip-count. The loop trip-counts that can be predicted accurately are put into the body of the first affinity list. All the interface behaviors that appear in the predictive models are put into the header of that affinity list. The first column in Figure 3 illustrates the result of this step on a program *mcf*. The construction process then selects, in an order shown next, one of the remaining candidate behaviors as the header of the second affinity list, computes the predictive capability of this header on the remaining behaviors, and adds the predictable ones into the body of the second affinity list. This process continues until no candidate behaviors are left. For the program *mcf* shown in Figure 3, the process constructs 6 affinity lists; the last one has an empty body. An affinity list with an empty body means no behaviors are predictable from its header.

**Computation of Predictive Capability** From the definition of seminal behaviors, we know that they must be able to lead to accurate prediction of other behaviors. For a given set of behaviors $B$, we define predictive capability of a set $S$ as the number of behaviors in the set $B - S$ that can be predicted from $S$ with an accuracy above a predefined threshold (80% in this study).

For the reduction of complexity, we take a simplification as follows. We limit $B$ to loop trip-counts during the examination of the predictive capability of different candidate behavior sets. The intuition is that because there are strong correlations between loops and other types of behaviors, the sets selected in this way are likely to show good predictive capability on other types of behaviors as well. The results in Section 4 confirm this intuition.

The computation of predictive capabilities in our experiments is based on the standard 10-fold cross-validation [9]. It works iteratively. Suppose we did $N$ profiling runs of a program, and obtained $N$ instances of $S$ and $B$. In each iteration, 9/10 of the $N$ instances are used to construct predictive models from $S$ to $B$, and the other 1/10 are used to test the model for prediction accuracy.

Next, we describe the framework for seminal behavior identification first, and then explain the construction of predictive models.
work may help reduce certain overhead by revealing some definite
in pointers and aliases analysis. But its integration into our frame-
tions because of the complexities in the program, and difficulties
we mentioned earlier, static analysis cannot capture many rela-
tionships. Detailed explorations are out of the scope of this paper.

However, the large number of possible
cost. The prediction accuracy. However, the large number of possible
values of the seminal behaviors to those of the target behaviors.
We employ the same regression techniques as described in the previous
paragraph for the model construction. In a new execution, as soon
as the values of the seminal behaviors are exposed, the models will
be able to immediately predict the values of the target behaviors,
hence enabling proactive, cross-input adaptive prediction, opening
new opportunities for dynamic optimizations.

Second, the accuracy threshold used in the construction of affin-
ity lists determines the number of resulting affinity lists. The appro-
priate value depends on the ultimate use of the prediction. We take
80% as the threshold for our experimental exploration.

Finally, using multiple behaviors rather than a single behavior
as the header in each affinity list (besides the first list) may improve
the prediction accuracy. However, the large number of possible
combinations of behaviors would significantly increase the training
cost. Detailed explorations are out of the scope of this paper.

3.4 Uses in Program Optimizations

As shown in the previous sections, a small set of seminal behaviors
are enough to produce reasonably accurate prediction for various
types of behaviors, suggesting the potential of seminal behaviors
for input-specific program optimizations. This section discusses the
uses.

For programs running in a managed environment, such as Java
Virtual Machines (JVMs), the seminal behaviors-based prediction
may help the Just-In-Time (JIT) compilers make better decisions
on the timing and parameters in method optimizations. During an
offline profiling process, the seminal behaviors of an application
and the predictive models for certain kinds of program behaviors
can be determined using the approach described in Section 3.2.
After that, when a new run of the application launches on a new
input, the runtime system can use the predictive models to predict
how the application will behave in the rest of this run as soon
as the values of the seminal behaviors get exposed in the current
execution. The JIT compiler can then optimize the application in a
way that best suits the predicted behaviors. This process is similar
to many dynamic optimization systems (such as JVMs), except
that the knowledge of seminal behaviors makes the optimization
 proactive to the major part of the execution. As showed by previous
studies [5, 13], proactive dynamic optimizations may outperform
traditional reactive schemes significantly.

For programs written in imperative languages, such as C, semi-
nal behaviors may boost the effectiveness of dynamic code version
selection for performance improvement. Dynamic code version
selection is a technique for enabling the adaptation of program opti-
mizations on input data sets [8]. The default scheme works in this
way. For each function, the compiler generates several versions us-
ing different optimization parameters. At run time, those versions
are used and timed in the first certain number of invocations of a
function; the version taking the shortest time to run is selected for
the rest of the execution. The reliability on runtime trials of differ-
ent versions makes the technique hard to apply to the functions that
have very few invocations in a run. (Such functions could contain
major loops and be important for the program execution.) If we can
build a mapping from the values of seminal behaviors to the suit-
able versions during training time, we can immediately predict the
best version to use for a real run as soon as the values of seminal
behaviors get exposed in that run. In this way, we do not need the
trials of the different versions in real runs, hence circumventing the
limitations the default scheme has.

4. Evaluation

This section first reports the identified seminal behaviors and their
effectiveness in predicting other behaviors, and then examines the
potential of the prediction for performance improvement through
profile-directed-feedback (PDF) compilation by the IBM XL com-
piler. (Section 2.2.1 has described the platforms and programs we
use.)

Seminal Behaviors and Prediction Accuracy Table 2 reports the
accuracy of seminal-behavior–based behavior prediction. The data

Figure 3. The affinity lists of program mcf.
in the table are organized in four sections. The first (leftmost) section corresponds to the case when only the interface behaviors are taken as seminal behaviors, the second and third sections correspond to the cases when the seminal behavior sets also include the other affinity headers (all are loop trip-counts) whose earlinesses are over 90% and 80%, respectively. The rightmost section corresponds to the case when the headers of all affinity lists are included in seminal behavior sets.

In each section, the column “num” lists the sizes of the seminal behavior sets, and the other columns show the average accuracy when we use the seminal behaviors to predict each of the five types of behaviors. The standard 10-fold cross-validation [9] is used so that each time the testing and training data have no overlap.

We first discuss the overall average. With just interface values, the loop and data behaviors can be predicted with an over 92% accuracy, while the accuracies on the other three types of behaviors are from 69% to 82%. Because the values of all interface behaviors get exposed in the first 1%–3% portion of every execution, this case has very high earliness. When we sacrifice some earliness to allow certain loop behaviors get exposed and used along with the interface values for prediction (the 90% case), the accuracies improve by about 3% for loop trip-counts and data profiles, 7% for function invocations and node profiles, and 10% for edge profiles. However, when more loops are used for prediction, the prediction accuracies increase only a little. For some programs, the accuracies even become worse. The diminishing benefits are due to the well-known curse of dimensionality in statistical learning—too many predictors cause overfitting to the models.

We now concentrate on the “earliness ≥ 90%” section in Table 2. All programs show high prediction accuracies on loop trip-counts and data profiles. Several programs show modest accuracies on the other three types of behaviors, mainly because of the large numbers of conditional statements in those programs. An extreme example is mcf. Its two largest files are get.c and eval.c. There are 5 switch-case statements with 1008 cases in get.c, and 231 cases and 108 “if” statements in eval.c. So many branches make it hard to predict the execution paths to a given node in control flow, which explains the low prediction accuracy of its node profiles. It is consistent with the low correlations between loops and node profiles shown in Table 1.

Not all prediction accuracies are consistent with the correlations in Table 1. For example, mcf has very low correlations between loops and node profiles, but shows 90% prediction accuracy for node profiles. This inconsistency is because earlier, correlation coefficients cannot capture non-linear relations, whereas the prediction models can. On the other hand, even though crafty shows high correlation coefficients between loops and node profiles, the prediction accuracy of node profiles is only 45%. One reason for the inconsistency is that some important loops are missing in the seminal behavior set because their trip-counts get exposed late. When all headers of the affinity lists are used, the accuracy boosts to 61%. Another reason for the modest accuracy is the small number of inputs crafty has. More inputs and improved seminal behavior identification can possibly improve the prediction accuracy.

As one of the most complex benchmarks, the program gcc is worth a detailed examination. This GNU general-purpose compiler includes hundreds of command-line options, 130 files, 484,930 lines of code. Besides the complexity of its code, its inputs—C programs—are also very difficult to characterize, as shown in previous work [11].

In our work, the seminal behavior identification process marks 48 interface behaviors, from which, four are identified as seminal behaviors because of their strong correlations with loop trip-counts. Among the 7,615 loops of gcc, the process constructs 129 affinity lists with one loop in each list header. The values of 50 out of the 129 headers get exposed in the first 10% portion of each gcc execution. After they are added into the seminal behavior set, the prediction accuracy for almost all types of behaviors jumps to over 93% (except 86% for function invocations). Given the complexity of gcc, these results offer an especially strong evidence of the feasibility of seminal behaviors for proactive, cross-input adaptive prediction of program behaviors.

As to the overhead, the main time is on the training process, including the identification of seminal behaviors and the construction of predictive models. But since the training happens during offline, the overhead is not critical. The prediction of a behavior using the predictive models takes little time, as it only requires the computation of a linear expression and possibly several conditional checks (for Regression Trees). In our experiments, the prediction of the 7,615 loops of gcc takes the longest time, but still finishes within 11 milliseconds. The next section demonstrates the practical usefulness of seminal behaviors in program optimizations.

Potential for Performance Improvement. We examine the potential of seminal behaviors for performance improvement through the PDF (profile-directed-feedback) compilation offered by the IBM XL C compiler. The default PDF compilation works in two steps. For a given application, the compiler first instruments it (through the option “-qpdf1”) and lets users run it on a training input. That run generates a file, containing three sections that correspond to the node, edge, and data profiles mentioned in Section 2.2.1. The compiler then recompiles the application using the profiling results as feedback (through the option “-qpdf2”).

To examine the usefulness of seminal behaviors, we let the XL compiler do PDF compilation using those predicted profiles. We compare the performance of the resulting code with that of the static compilation (on the highest optimization level) and the PDF compilation on real profiles. Figure 4 shows the results (average of 5 repetitions; negligible variances observed). Because the speedup of a program varies across inputs, we show the range of speedup, with the performance of static compilation as the baseline, on all inputs in each bar.

It is worth mentioning that unlike the predicted profiles, the real profiles are typically not usable by the compiler in production runs as they are not available until the finish of the execution. So the right bars in Figure 4 essentially show the speedup in the ideal case. The occasional better performance from predicted profiles than that from real profiles is due to the imperfect design of the compiler. It is no surprise given the extreme complexity in compiler construction.

On average, the programs produced by predicted profiles achieve 6%–15% speedup, within 2% distance from the speedup real profiles can bring (the right bars). The up to 14% speedup of GCC specially demonstrates the potential of seminal behaviors for input characterization.

5. Discussions

Seminal-behavior-based prediction may occasionally exhibit low accuracies. It would be desirable to prevent such predictions from negative affecting program optimizations. One option is to check the prediction accuracy by observing the behaviors exposed during an execution and either correct or disable the predictions for other behaviors accordingly. The other option is to adopt the discriminative scheme [13], which assesses the predictive capability of a seminal behavior set through history runs and use the set for prediction only if its assessment result passes some confidence threshold.

We note that proactive behavior prediction complements rather than conflicts with reactive prediction and program phase detections. Program phases can be treated as a special kind of behaviors
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Table 2. Numbers of Seminal Behaviors and Prediction Accuracies

<table>
<thead>
<tr>
<th>Prog</th>
<th>num</th>
<th>accuracy</th>
<th>earliness ≥ 90%</th>
<th>num</th>
<th>accuracy</th>
<th>earliness ≥ 80%</th>
<th>num</th>
<th>accuracy</th>
<th>all headers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ammp</td>
<td>199.9</td>
<td>96.7</td>
<td>100</td>
<td>91.1</td>
<td>99.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>art</td>
<td>491.0</td>
<td>96.8</td>
<td>100</td>
<td>82.0</td>
<td>96.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>crafty</td>
<td>189.9</td>
<td>98.9</td>
<td>98.2</td>
<td>95.2</td>
<td>76.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>equake</td>
<td>198.0</td>
<td>100</td>
<td>100</td>
<td>90.3</td>
<td>99.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gap</td>
<td>297.5</td>
<td>44.9</td>
<td>11.9</td>
<td>44.2</td>
<td>76.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gcc</td>
<td>382.9</td>
<td>38.9</td>
<td>56.2</td>
<td>61.0</td>
<td>78.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>gzip</td>
<td>392.3</td>
<td>87.0</td>
<td>84.1</td>
<td>67.5</td>
<td>94.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h264ref</td>
<td>399.8</td>
<td>89.8</td>
<td>98.7</td>
<td>98.8</td>
<td>99.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ibm</td>
<td>399.8</td>
<td>90.1</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mcf</td>
<td>587.3</td>
<td>87.7</td>
<td>100</td>
<td>92.2</td>
<td>97.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mesa</td>
<td>190</td>
<td>100</td>
<td>99.5</td>
<td>12.2</td>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>milc</td>
<td>279.6</td>
<td>72.1</td>
<td>37.1</td>
<td>27.4</td>
<td>93.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>parser</td>
<td>190.2</td>
<td>85.4</td>
<td>73.8</td>
<td>59.8</td>
<td>97.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vpr</td>
<td>393.3</td>
<td>95.1</td>
<td>60.4</td>
<td>81.9</td>
<td>99.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.492</td>
<td>82.4</td>
<td>79.3</td>
<td>69.0</td>
<td>92.5</td>
<td>8.7</td>
<td>95.0</td>
<td>89.0</td>
<td>90.3</td>
</tr>
</tbody>
</table>
studies manually specify a set of input features that are important for the execution of the application, and then use search or machine learning techniques to derive a model to help the execution of the application adapt to those features in an arbitrary input. Examples include the parametric analysis for computation offloading [16], machine learning-based compilation [11], adaptive sorting [12]. Because of the required manual efforts, those explorations have been focused on some particular applications. A recent work [13] proposes the use of specification languages for alleviating the efforts for general programs, but it still needs certain manual specifications. Seminal behaviors offer a way to automatic cross-input adaptation.

The second category of prior work includes the large body of runtime adaptive optimizations (e.g., [4, 6, 7, 10, 15, 17]). These techniques deal with input-sensitive behaviors implicitly through runtime sampling-based reactive behavior prediction. In contrast, seminal behaviors offer proactive predictions. The comparison has been discussed in Section 1.

7. Conclusion

In this paper, we have described a systematic exploration on the correlations among program-level behaviors, and introduced the concept of seminal behaviors for program behavior prediction. By employing a set of statistical learning techniques, we empirically demonstrate the existence of seminal behaviors for a variety of benchmarks. We evaluate the effectiveness of seminal behaviors in predicting a set of other kinds of program behaviors on both code and data levels. The results suggest that seminal behaviors are promising in automating input-based behavior prediction, offering new opportunities for the advancement of dynamic program optimizations.
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